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ARTICLES MENTIONED IN SECTION 44 OF DR. CARPENTER’S REPORT 
 

(MECHANISMS OF INTERACTION BETWEEN RF/MW RADIATION AND BIOLOGIC SYSTEMS AT THE 

CELLULAR LEVEL) 
 
 
 
44. The following studies explain the mechanisms of interaction between RF/MW radiation and 
biologic systems at the cellular level. 
 

a.  The cell membrane recognition process -- which includes signal transduction and 
'heat-shock protein' release -- was first discerned by Litovitz and his co-workers at 
Catholic University of America in the mid-1990s. 

 
 Below are a few references that make the point. 

 
i. Litovitz, T., C. Montrose, et al. (1994). "Superimposing spatially coherent 

electromagnetic noise inhibits field induced abnormalities in developing 
chick embryos." Bioelectromagnetics 15(2): 105-113. 

 
ii. DiCarlo, A., J. Farrell, et al. (1998). "A simple experiment to study 

electromagnetic field effects: Protection induced by short term exposures to 
60 Hz magnetic fields." Bioelectromagnetics 19(8): 498-500. 

 
iii. Penafiel, L., T. Litovitz, et al. (1997). "Role of modulation on the effect of 

microwaves on ornithine decarboxylase activity in L929 cells." 
Bioelectromagnetics 18(2): 132-141. 

 
iv. Dicarlo, A. L., Michael T. Hargis, L. Miguel Penafiel, Theodore A. Litovitz, A. 

(1999). "Short-term magnetic field exposures (60Hz) induce protection 
against ultraviolet radiation damage." International journal of radiation 
biology 75(12): 1541-1549. 

 
v. Litovitz, T., C. Montrose, et al. (1990). "Amplitude windows and transiently 

augmented transcription from exposure to electromagnetic fields." 
Bioelectromagnetics 11(4): 297-312. 

 
vi. Litovitz, T., M. Penafiel, et al. (1997). "The role of temporal sensing in 

bioelectromagnetic effects." Bioelectromagnetics 18(5): 388-395. 
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vii. Litovitz, T., L. Penafiel, et al. (1997). "Role of modulation in the effect of 
microwaves on ornithine decarboxylase activity in L929 cells." 
Biolectomagnetics 18: 132-141.] 

 
viii. Litovitz, T., D. Krause, et al. (1993). "The role of coherence time in the effect 

of microwaves on ornithine decarboxylase activity." Bioelectromagnetics 
14(5): 395-403. 

 
b.  Cell membrane reaction is lipid peroxidation. 

 
i. Serban, M. and V. Ni (1994). "Lipid peroxidation and change of plasma 

lipids in acute ischemic stroke." Romanian journal of internal medicine= 
Revue roumaine de médecine interne 32(1): 51. [English summary filed 
only] 

 
ii. Vileno, B., S. Jeney, et al. (2010). "Evidence of lipid peroxidation and protein 

phosphorylation in cells upon oxidative stress photogenerated by 
fullerols."Biophysical chemistry. 

 
iii. Maaroufi, K., E. Save, et al. (2011). "Oxidative stress and prevention of the 

adaptive response to chronic iron overload in the brain of young adult rats 
exposed to a 150 kilohertz electromagnetic field." Neuroscience. 

 
iv. Nelson, S. K., S. K. Bose, et al. (1994). "The toxicity of high-dose 

superoxide dismutase suggests that superoxide can both initiate and 
terminate lipid peroxidation in the reperfused heart." Free Radical Biology 
and Medicine 16(2): 195-200. 

 
v. Alvarez, J. G. and B. T. Storey (1989). "Role of glutathione peroxidase in 

protecting mammalian spermatozoa from loss of motility caused by 
spontaneous lipid peroxidation." Gamete research 23(1): 77-90. 

 
vi. Devasagayam, T., K. Boloor, et al. (2003). "Methods for estimating lipid 

peroxidation: An analysis of merits and demerits." Indian journal of 
biochemistry & biophysics 40(5): 300-308. [Not included] 

 
c.  Free-Radical Damage : 

 
i. Ozgur, E., G. Güler, et al. (2010). "Mobile phone radiation-induced free 

radical damage in the liver is inhibited by the antioxidants n-acetyl cysteine 
and epigallocatechin-gallate." International journal of radiation biology(00): 
1-11. 
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ii. Gutteridge, J. and X. C. Fu (1981). "Enhancement of bleomyciniron free 

radical damage to DNA by antioxidants and their inhibition of lipid 
peroxidation." FEBS letters 123(1): 71. 

 
d.  mRNA : 

 
i. Yan, J. G., M. Agresti, et al. (2009). "Qualitative Effect on mRNAs of Injury-

Associated Proteins by Cell Phone Like Radiation in Rat Facial Nerves. 
Electromagnetic Biology and Medicine 28(4): 383-390. 

 
ii. Yan, J. G., M. Agresti, et al. (2008). "Upregulation of specific mRNA levels in 

rat brain after cell phone exposure." Electromagnetic Biology and Medicine 
27(2): 147-154. 

 
iii. Simbürger, E., A. Stang, et al. (1997). "Expression of connexin43 mRNA in 

adult rodent brain."Histochemistry and cell biology 107(2): 127-137. 
 

iv. Chen, J., H. C. He, et al. (2010). "Effects of Pulsed Electromagnetic Fields 
on the mRNA Expression of RANK and CAII in Ovariectomized Rat 
Osteoclast-Like Cell." Connective Tissue Research 51(1): 1-7. 

 
e.  Epigenetic changes.... environmentally induced genetic change: 

 
i. Migliore, L. and F. Copped (2009). "Genetics, environmental factors and the 

emerging role of epigenetics in neurodegenerative diseases." Mutation 
Research/Fundamental and Molecular Mechanisms of Mutagenesis 667(1-
2): 82-97. 

 
f.  Micronuclei formation : 

 
i. Tice, R. R., G. G. Hook, et al. (2002). "Genotoxicity of radiofrequency 

signals. I. Investigation of DNA damage and micronuclei induction in 
cultured human blood cells." Bioelectromagnetics, 23(2): 113-126. 

 
ii. Lerchl, A. (2009). "Comments on "Radiofrequency electromagnetic fields 

(UMTS, 1,950 MHz) induce genotoxic effects in vitro in human fibroblasts 
but not in lymphocytes" by Schwarz et al. (Int Arch Occup Environ Health 
2008: doi: 10.1007/s00420-008-0305-5)." Int Arch Occup Environ Health 
82(2): 275-278. 
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iii. Vijayalaxmi and T. J. Prihoda (2009). "Genetic damage in mammalian 
somatic cells exposed to extremely low frequency electro-magnetic fields: a 
meta-analysis of data from 87 publications (1990-2007)." Int J Radiat Biol 
85(3): 196-213. 

 
iv. Sannino, A., M. Sarti, et al. (2009). "Induction of adaptive response in 

human blood lymphocytes exposed to radiofrequency radiation." Radiat Res 
171(6): 735-742. 

 
g. DNA repair disruption : 

 
i. Brusick, D., R. Albertini, et al. (1998). "Genotoxicity of radiofrequency 

radiation. DNA/Genetox Expert Panel." Environ Mol Mutagen 32(1): 1-16. 
http://www.ncbi.nlm.nih.gov/pubmed/9707093 and 
http://onlinelibrary.wiley.com/doi/10.1002/(SICI)1098-
2280(1998)32:1%3C1::AID-EM1%3E3.0.CO;2-
Q/abstract;jsessionid=426C74204A95D2EAD8182A0C624B7C3F.d03t04  

 
ii. Belyaev, I. Y., E. Markova, et al. (2009). "Microwaves from UMTS/GSM 

mobile phones induce long-lasting inhibition of 53BP1/gamma-H2AX DNA 
repair foci in human lymphocytes."Bioelectromagnetics 30(2): 129-141. 

 
iii. Sun, L. X., K. Yao, et al. (2006). "[Effect of acute exposure to microwave 

from mobile phone on DNA damage and repair of cultured human lens 
epithelial cells in vitro]." Zhonghua Lao Dong Wei Sheng Zhi Ye Bing Za Zhi 
24(8): 465-467. [Not included] 

 
h.  Immune response suppression : 

 
i. Lyle, D. B., P. Schechter, et al. (1983). "Suppression of Tlymphocyte 

cytotoxicity following exposure to sinusoidally amplitude-modulated fields." 
Bioelectromagnetics 4(3): 281-292. 

 
ii. Elekes, E., G. Thuroczy, et al. (1996). "Effect on the immune system of mice 

exposed chronically to 50 Hz amplitude-modulated 2.45 GHz microwaves." 
Bioelectromagnetics 17(3): 246-248. 
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iii. Dabala, D., D. Surcel, et al. (2008). "Oxidative and Immune Response in 
Experimental Exposure to Electromagnetic Fields." Electromagnetic field, 
health and environment: proceedings of EHE'07: 105. 

 
iv. Surcel, D., D. Dabala, et al. (2009). "Free Radicals, Lipid Peroxidation and 

Immune Response in Experimental Exposure to Electromagnetic Fields." 
Epidemiology 20(6): S118. [Not included] 

 
__________ 



 





















 



Bioelectromagnetics 19:498–500 (1998)

Brief Communication

A Simple Experiment to Study
Electromagnetic Field Effects:

Protection Induced by Short-term
Exposures to 60 Hz Magnetic Fields

A.L. DiCarlo,1 J.M. Farrell,2 and T.A. Litovitz1*
1Vitreous State Laboratory, Catholic University of America, Washington, DC

2Harvard/MIT Division for Health Science and Technology, Cambridge, Massachusetts

Stress proteins are important in protection during cardiac ischemia/reperfusion (cessation and return of
blood flow) and are reportedly induced by electromagnetic (EM) fields. This suggests a possible ischemia
protection role for EM exposures. To test this, chick embryos (96 h) were exposed to 60 Hz magnetic
fields prior to being placed into anoxia. Survival was 39.6% (control), and 68.7% (field-exposed). As a
positive control, embryos were heated prior to anoxia (57.6% survival). We conclude that: 1) 60 Hz
magnetic field exposures reduce anoxia-induced mortality in chick embryos, comparable to reductions
observed following heat stress, and 2) this is a simple and rapid experiment to demonstrate the existence
of weak EM field effects. Bioelectromagnetics 19:498–500, 1998. q 1998 Wiley-Liss, Inc.

Key words: chick embryos; anoxia; stress proteins; protective effect; magnetic field

Work in electromagnetics has long been plagued [hsp70]), indicating a possible protective role for these
proteins against ischemia/reperfusion. Recently, cross-by problems with replication [Berman et al., 1990]. The
protection (use of one nonlethal stress to protect againstcurrent report details a replicable experiment which
the lethal effects of another stress) was demonstratedprovides an easily observed biomarker for electromag-
by Mestril et al. [1994], who showed that cardiac cellsnetic (EM) field effects. We describe a method to uti-
which were heated to 42 7C for 30 min prior to onsetlize EM field exposures to protect against simulated
of ischemia exhibited higher survival than non-heat-heart attack (i.e., anoxia) in a chick embryo model.
shocked cells. It has also been reported that stress pro-Use of the chick embryo is ideal in that it is a readily
tein levels following elevated temperatures correlateavailable, inexpensive animal model requiring minimal
with myocardial protection [Hutter et al., 1994].care and handling. The experiment itself is straightfor-

ward, and the ease with which it can be performed
Contract Grant Sponsor: National Institute of Environmental Healthminimizes error. Additionally, results are obvious (e.g.,
Sciences (NIEHS), National Institutes of Health (NIH); Contract grant

alive or dead) and not subject to investigator bias. Number: 5 R01 ES0687-02.
Nearly all organisms possess stress response

Submitted as partial fulfillment of degree requirements for A.L. DiCarlo
mechanisms which help to protect them from harmful for Doctor of Philosophy, Department of Biology, University of Mary-
stimuli. One method is via induction of a family of land, College Park, MD.

protective compounds known collectively as stress pro- The described project’s contents are solely the responsibility of the
teins [Morimoto, 1993]. A common inducer of these authors and do not necessarily represent the official views of the NIEHS,

NIH.proteins is sudden elevated temperatures (heat shock)
[Kelley and Schlesinger, 1978; Lindquist, 1986]. In *Correspondence to: Theodore A. Litovitz, PhD, Director, Vitreous
addition to heat shock, cardiac cells also respond to State Laboratory, Catholic University of America, 620 Michigan Ave-

nue, NE, Washington, DC 20064. E-mail: litovitz@cua.eduhypoxia and metabolic stress with increased synthesis
of stress proteins (especially heat shock protein 70 Received 19 February 1998; Revision received 28 July 1998

q 1998 Wiley-Liss, Inc.

851E 721L-98/ 851e$$721l 10-28-98 17:28:57 bema W: BEM



Cardiac Protection Model for EM Field Effects 499

Recent studies indicate that HL60 cells exposed bryos were held at 37.8 7C for 1 h, during which time
portions of the shells and inner shell membranes wereto EM fields show activation of heat shock factor and

binding to heat shock element, one of the first steps in removed to reveal the embryos. Embryos were win-
dowed at room temperature and then immediately re-activation of the heat shock response pathway [Lin et

al., 1997], as well as increased levels of stress protein turned to the incubator. Approximately 30 s was re-
quired to window each embryo. Any unusual eggs (ab-transcripts [Goodman et al., 1994]. This work suggests

that EM field exposures induce responses similar to normal, bleeding, or at the incorrect developmental
stage) were discarded to eliminate the possibility thatthose caused by heat and other stressors. We hypothe-

sized, therefore, that EM fields could confer protection they might die during anoxia due to causes unrelated
to the insult. To achieve blinded conditions, embryosagainst ischemia/reperfusion.
were coded by one individual and the code was enteredFertilized White Leghorn eggs (Truslow Farms,
into a computer program specifically designed to keepChestertown, MD) were incubated at 37.8 ({0.1) 7C
the observer blinded during evaluations.for 96 h to developmental stage 24 [Hamburger and

Hamilton, 1992] in six VWR water-jacketed incuba- Once coded, eggs containing the embryos (in
open cartons) were placed into plastic, air-tight bagstors. Eggs were randomly distributed in cartons among

the incubators and periodically moved between incuba- such that all treatment conditions (control, heat
shocked, and field-exposed) were equally representedtors to ensure no bias. Control and exposed groups

were randomly chosen from all cartons. Incubator tem- in each bag. Experiments consisted of at least 8–12
eggs per experimental condition. Bags contained be-peratures were continuously measured using permanent

thermocouples affixed to the center of each incubator, tween 12 and 18 embryos, with each experiment having
two or three separate bags. Air was evacuated from thewhich were then wired into a temperature monitoring

computer program. Incubators were modified to mini- bags using gentle suction and bags were then filled with
argon and sealed. A sensor (Model STX70, Industrialmize stray magnetic field emissions, and measurements

indicated that magnetic fields were less than 0.5 mT at Scientific, Oakdale, PA) placed in the bags confirmed
that oxygen levels remained below 1% during the ex-all egg positions. Exposures were produced by passing

current through Helmholtz coils wound and connected periment. Bags were then returned to the incubators
where the temperature was maintained at 37.8 7C.as described previously with slight modifications [Ber-

man et al., 1990]. Two types of 20-min, 37.8 7C expo- At 30-min intervals, embryos were evaluated by
sure conditions were examined: 1) by rewiring the in- observing the heart beat. Mortality data (heart beating
cubator heaters we were able to maintain control or or stopped) was entered into the computer program,
‘‘sham’’ magnetic field strengths at õ0.5 mT, and 2) which then, without indicating specifically which eggs
60 Hz magnetic field exposures at strengths of 4, 6, 8, were control or exposed, provided the researcher with
and 10 mT (all data combined). percent survival for both control and exposed embryos

in each bag. When between 15 and 45% of controlAs a positive control in 10 of the experiments,
additional embryos were subjected to 43 7C for 20 min. embryo hearts were still beating, bags were opened to

allow for re-oxygenation. This targeted percent sur-Hyperthermia (heat shock) was achieved by placing
the intact eggs into a sand bath enclosed in a steel vival range in the control embryos was chosen because

survival below 15% indicated that the timing of thecontainer which was placed into a 43 7C circulating
water bath (direct immersion of the eggs in 43 7C water anoxic insult was too long, and survival above 45%

in control embryos suggested that the anoxia was notwould have inadvertently caused anoxia in the embryos
due to the blockage of gas exchange across the shell). administered for long enough to observe differential

protection between control and exposed embryos. FinalA thermocouple was placed into one of the eggs at the
site of the embryo and timing of exposure was begun observations were taken after 30 min recovery in ambi-

ent air (21% O2) at 37.8 7C. Any bleeding embryoswhen the temperature reached 43 7C. Measurements of
magnetic fields in the water bath apparatus indicated were not considered in final counts, since it would be

impossible to determine if death was due to anoxia orthat field strengths were below 0.5 mT. Magnetic field
signals were generated using a function/arbitrary wave- bleeding injury.
form generator (Hewlett-Packard; Palo Alto, CA, Field exposure results represent 80 experiments.
Model #33120A) and a 35 watt P.A. amplifier (Radio In 10 of these experiments, heat shock positive controls
Shack; Fort Worth, TX). Magnetic fields were mea- were also performed. Eight to twelve embryos were
sured using a 60 Hz calibrated dosimeter (Integrity used per exposure condition, with a total of 24–36
Design and Research Corp.; Buffalo, NY). embryos total per experiment (minus damaged and un-

usable embryos). A final total of 1,023 embryos wereFollowing heat shock or EM field exposures, em-
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500 DiCarlo et al.

protection. The assay in our hands was found to be
simple, consistent, and effective in both procedure and
the rapidity with which results could be obtained. In
one day, 5–6 experiments (up to 150 embryos) could
be evaluated, with 50 embryos per exposure condition.
This yields, in one day’s results, statistically significant
data at P õ 0.05. Additionally, this biomarker is well
suited to studying the many possible permutations of
EM field exposure effects, such as frequency depen-
dence, field constancy, and time duration of exposure.

REFERENCES

Berman E, Chacon L, House D, Koch BA, Koch WE, Leal J, Lovtrup
S, Mantiply E, Martin AH, Martucci GI, Mild KH, Monahan JC,
Sandström M, Shamsaifar K, Tell R, Trillo MA, Ubeda A,
Wagner P (1990): Development of chicken embryos in a pulsedFig. 1. Heat shock and EM field anoxia protection. Percent
magnetic field. Bioelectromagnetics 11:169–187.survival of chick embryos pre-exposed to the following 20-min

Goodman R, Blank M, Lin H, Dai R, Khorkova O, Soo L, Weisbrottreatments: control (sham field exposure), heating at 43 7C, or
D, Henderson A (1994): Increased levels of HSP70 transcripts60 Hz, 4, 6, 8, and 10 mT rms exposure (data combined), and
induced when cells are exposed to low frequency electromagneticthen placed into anoxia is shown. Means for n experiments
fields. Bioelectrochem Bioenerg 33:115–120.(n Å 10 heat-shocked and 80 field-exposed) are given. The

Hamburger V, Hamilton HL (1992): A series of normal stages in theP-value indicates the significance level achieved by comparison
development of the chick embryo. 1951 (classical article; seeof individual treatment data with control using the x2 test. Error
comments). Dev Dyn 195:231–272.bars represent SEM.

Hutter MM, Sievers RE, Barbosa V, Wolfe CL (1994): Heat-shock
protein induction in rat hearts. A direct correlation between the
amount of heat-shock protein induced and the degree of myocar-

analyzed; 451 control, 66 heat-shocked, and 506 ex- dial protection. Circulation 89:355–360.
posed to 60 Hz magnetic fields. Kelley PM, Schlesinger MJ (1978): The effect of amino acid analogues

and heat shock on gene expression in chicken embryo fibroblasts.The data in Figure 1 indicate that embryos ex-
Cell 15:1277–1286.posed to 60 Hz EM fields exhibited a higher percent

Lin H, Opler M, Head M, Blank M, Goodman R (1997): Electromagneticsurvival (68.7%) than controls (39.6%). Treatment is
field exposure induces rapid, transitory heat shock factor activa-

significant at P õ 0.0001 (x2 test). Heat-shocked em- tion in human cells. J Cell Biochem 66:482–488.
bryos also showed improved survival following anoxia Lindquist S (1986): The heat-shock response. Annu Rev Biochem

55:1151–1191.compared to controls (57.7%, P õ 0.0003).
Mestril R, Chi SH, Sayen MR, O’Reilly K, Dillmann WH (1994):This laboratory has conducted more than 80 EM

Expression of inducible stress protein 70 in rat heart myogenicfield exposure assays at 60 Hz (4, 6, 8, and 10 mT
cells confers protection against simulated ischemia-induced in-

magnetic field strengths combined) utilizing more than jury. J Clin Invest 93:759–767.
2,000 eggs (combined control and exposed) in the past Morimoto RI (1993): Cells in stress: Transcriptional activation of heat

shock genes. Science 259:1409–1410.year, and we have consistently observed the described
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Bioelectromagnetics 18:132–141 (1997)

Role of Modulation on the Effect of
Microwaves on Ornithine Decarboxylase

Activity in L929 Cells

L. Miguel Penafiel,2 Theodore Litovitz,2* David Krause,1 Abiy Desta,1

and J. Michael Mullins1

1Department of Biology, The Catholic University of America, Washington, DC
2Vitreous State Laboratory, The Catholic University of America, Washington, DC

The effect of 835 MHz microwaves on the activity of ornithine decarboxylase (ODC) in L929 murine
cells was investigated at an SAR of Ç2.5 W/kg. The results depended upon the type of modulation
employed. AM frequencies of 16 Hz and 60 Hz produced a transient increase in ODC activity that
reached a peak at 8 h of exposure and returned to control levels after 24 h of exposure. In this case,
ODC was increased by a maximum of 90% relative to control levels. A 40% increase in ODC activity
was also observed after 8 h of exposure with a typical signal from a TDMA digital cellular telephone
operating in the middle of its transmission frequency range (Ç840 MHz). This signal was burst
modulated at 50 Hz, with approximately 30% duty cycle. By contrast, 8 h exposure with 835 MHz
microwaves amplitude modulated with speech produced no significant change in ODC activity. Further
investigations, with 8 h of exposure to AM microwaves, as a function of modulation frequency,
revealed that the response is frequency dependent, decreasing sharply at 6 Hz and 600 Hz. Exposure
with 835 MHz microwaves, frequency modulated with a 60 Hz sinusoid, yielded no significant
enhancement in ODC activity for exposure times ranging between 2 and 24 h. Similarly, exposure
with a typical signal from an AMPS analog cellular telephone, which uses a form of frequency
modulation, produced no significant enhancement in ODC activity. Exposure with 835 MHz continu-
ous wave microwaves produced no effects for exposure times between 2 and 24 h, except for a small
but statistically significant enhancement in ODC activity after 6 h of exposure. Comparison of these
results suggests that effects are much more robust when the modulation causes low-frequency periodic
changes in the amplitude of the microwave carrier. Bioelectromagnetics 18:132–141, 1997.
q 1997 Wiley-Liss, Inc.

Key words: cellular phones; EMFs

INTRODUCTION effects that might result from exposure to such fields
must examine the role of modulation.

Because of the prevalence of cellular phone use,Particular attention has been focused recently on
part of our investigation focuses on signals of the typethe potential health effects of radio frequency (RF)
used in cellular phone communications. Cellularand microwave fields, which are used extensively in
phones may be broadly classified as analog or digitaltelecommunications. The transmission of information
depending on the modulation scheme employed. Ana-via RF or microwave signals is accomplished by
log cellular phones generally use narrow band FM,applying some form of modulation to a carrier wave,
which causes phase variations in the carrier with verywhich changes some aspect of this wave as a function
little amplitude change. The analog standard most com-of the transmitted information. Basic modulation

schemes modify the carrier wave’s amplitude, fre-
quency, or phase. However, more complex modulation

Contract Grant sponsor: Department of the Army; Contract Grant num-schemes are often used to minimize transmission errors
ber: DAMD 17-86-C-62601.

and increase bandwidth in telecommunications. For in-
*Correspondence to: Dr. Theodore Litovitz, Vitreous State Laboratory,stance, in North America, digital cellular telephones
The Catholic University of America, Washington, DC 20064.transmit information in bursts, thereby introducing an

amplitude modulation component onto the carrier. Received for review 24 November 1995; Final revision received 10
June 1996.Clearly, a careful assessment of potential biological

q 1997 Wiley-Liss, Inc.
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ODC Response to Modulated Microwaves 133

monly used in the United States is the advanced mobile of polyamines [Hayashi and Murakami, 1995], was
selected as the biological marker for this work. ODCphone system (AMPS). We refer to fields generated

using this standard as analog cellular fields. Digital activity has been shown to be a reliable indicator of
EMF-induced cellular response [Litovitz et al., 1991].cellular phones operate under various standards. GSM

(global system for mobile communications), the pan- Additionally, ODC is of interest because recent work
has shown that overexpression of the ODC gene inEuropean digital system, has gained wide acceptance

in Europe. DAMPS (digital AMPS) is still the most cultured cells facilitates, and in some cases causes, cell
transformation [Hibshoosh et al., 1990; Auvinen et al.,commonly used standard in the United States. DAMPS

uses a type of modulation referred to as ‘‘time division 1992; Moshier et al., 1993; Ḧoltẗa et al., 1994]. Further-
more, overexpression of ODC in transgenic mice en-multiple access’’ (TDMA), which quadruples the chan-

nel bandwidth by splitting the spectrum of each as- hances the tumor-promoting effects of PMA [Halmek-
yẗo et al., 1992]. Given these facts, it is conceivablesigned analog channel [Boucher, 1992]. Under this

scheme, cellular phones transmit encoded, digitized in- that the enhancement of ODC activity as the result of
EMF exposure is of relevance to questions of potentialformation using some form of phase or frequency mod-

ulation. Consequently, minimal or no fluctuations in health risk posed by ambient EM fields.
amplitude occur when using this basic modulation
scheme. However, transmission is generally imple-
mented in burst mode, which introduces a periodic

MATERIALS AND METHODSvariation in the amplitude of the carrier. By one com-
monly used protocol, code bursts, approximately 7 ms Exposure System
in duration, are transmitted at a rate of 50 Hz. We refer
to the fields generated by cellular phones operating in All exposures were carried out using a Crawford

cell that was housed in a 37 7C, water-jacketed incuba-this fashion as digital cellular fields.
Previous investigations of biological effects from tor. The Crawford cell, designed for operation between

DC and 1,000 MHz (model CC110-SPEC; Instrumentsexposure to RF and microwave fields include a large
number of both animal and in vitro studies. Included for Industry, Farmingdale, NY), was mounted verti-

cally on a rotary table. This arrangement allowed easyin the latter category are a number of experiments sug-
gesting that, at SARs õ5 W/kg, cellular effects occur access to both sample chambers, located at either side

of the center conductor, through doors installed on op-primarily from exposure to microwaves that are ampli-
tude modulated or pulse modulated at ELF frequencies. posite sides of the Crawford cell. A Hewlett Packard

signal generator, model 8657B with RF plug-inReported effects include changes in calcium ion efflux
[Bawin et al., 1975; Blackman et al., 1979, 1985; Dutta 83522A, was used as the microwave signal source.

Amplitude and frequency modulation were ac-et al., 1984, 1989], changes in enzymatic activity [Byus
et al., 1984, 1988; Litovitz et al., 1993], and induction complished by using the built-in AM and FM inputs

of the signal generator. A function generator (TENMAof cellular transformations [Balcer-Kubiczek and Har-
rison, 1985, 1989, 1991; Czerska et al., 1992]. Some model 72-380; MCM Electronics, Centerville, OH)

was used as the signal source for sinusoidal modula-effects in in vitro preparations have also been observed
with CW microwaves [Cleary et al., 1990; Krause et tion. Modulation with speech was implemented by us-

ing the signal available at the speaker output of a radioal., 1991; Saffer and Profenno, 1992; Garaj-Vrhovac
et al., 1992]. However, all the latter studies used SARs receiver tuned to a station broadcasting speech. Square

wave modulation was implemented with a Hewlettgreater than or equal to 10 W/kg. The evidence seems
to indicate that modulation plays an important role Packard 8403A modulator to control a Hewlett Packard

8730B PIN modulator. Exposure with the cellular tele-in eliciting a biological response, particularly when
exposing with weak (õ5 W/kg) microwaves. phone signals was accomplished by using a hands-free

adapter to couple the output from the telephone antennaIn the work reported herein, we investigated the
biological response of L929 murine fibroblasts to ELF- to a coaxial line. The telephone was powered by a DC

power supply (Hewlett Packard 6267B) to allow long-modulated and CW 835 MHz microwave fields. The
835 MHz frequency was chosen because it is within term operation. The modulated microwave signals

(from the signal generator or the cellular telephones)the range currently used in many wireless personal
communication applications in North America and is were amplified to the required power level by using a

10 W solid-state microwave amplifier (modeltherefore of practical relevance. Various modulation
methods were examined, including sinusoidal AM and 10W1000; Amplifier Research, Souderton, PA). A

double stub tuner was used to match the impedance ofFM, speech AM, analog cellular, and digital cellular.
The specific activity of ornithine decarboxylase (ODC), the loaded Crawford cell.

All amplitude modulation experiments were car-which performs a rate-limiting step in the synthesis
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approximately 7 ms with a uniform repetition rate of
50 Hz. By contrast, the output signal from the analog
phone was found to be constant (i.e., no amplitude
modulation).

For each exposure, four 25 cm2 flasks of L929
cells were used. The flasks, each containing 5 ml of
culture medium, were placed as pairs, end to end, on
either side of the center conductor (Fig. 1). This con-
figuration ensured overall symmetry, if not complete
uniformity, of the electric field distribution within the
samples. The SAR distribution for this exposure ar-
rangement has been previously reported [Litovitz et
al., 1993]. To determine this distribution, measure-
ments were made on two flasks located at one side of
the center conductor. Because of symmetry, the SAR
distribution within the other two flasks was assumed
to be similar. The experimental SAR is specified as a
simple average of the set of measurements within the
two flasks, which were taken on a grid of 48 points
within each flask. All experiments reported here were

Fig. 1. Detail of the exposure chamber showing placement of conducted with an input power of 0.96 W, which
the sample flasks. For ease of visualization, a section of the yielded an average SAR of 2.5 W/kg. The SAR distri-
Crawford cell has been cut out and the center conductor is

bution corresponding to this average SAR is shown innot shown. The samples are placed on nonconducting shelves
Figure 2. This SAR produced no measurable tempera-located at a height of approximately 7 cm from the junction

between the center rectangular section of the exposure cham- ture increase within the samples.
ber and the lower tapered end. In this exposure arrangement, The average electric field within the sample can
the electric field is perpendicular to the direction of wave propa- be calculated from the average SAR by using the equa-
gation, which is parallel to the long axis of the exposure cham-

tion SAR Å (s/r)ÉEÉ2 [NCRP report No. 67, 1981],ber. The orientation of the electric field is shown in the inset in
relation to the position of a sample flask.

ried out with a modulation index of 0.23, calculated
by using the relation Pt Å Pc (1 / m2/2), where Pt

is the microwave power with modulation, Pc is the
microwave power without modulation, and m is the
modulation index. When using speech as the modulat-
ing signal, Pt was set to the value needed for m Å 0.23,
on average. All frequency modulation experiments
were carried out with the frequency deviation set to
approximately{60 kHz (3 mV signal at the FM input).
The square wave modulation experiments were con-
ducted at 50% duty cycle (i.e., the carrier amplitude
was zero for 50% of the time during each cycle).

Experiments with cellular telephone signals were Fig. 2. SAR distribution measured inside the left front flask (see
Fig. 1) over the 50 1 50 mm cell growth region located at theconducted using a Motorola Micro TAC Lite analog
bottom of the flask. X and Y axis displacements are measuredcellular telephone and a Motorola Digital Cellular Per-
relative to the left front corner of the square region at the basesonal Communicator. The test signal was generated by
of the flask. The region of maximal SAR is skewed towards the

placing the phone in test mode, selecting a transmission right back corner of the flask. The SAR decreases by as much
channel in the middle of the available range (approxi- as 25% of maximum across the width of the flask and by as

much as 75% of maximum across the length of the flask. Amately 840 MHz), selecting the transmission mode
somewhat similar distribution was measured inside the left rear(AMPS for analog or TDMA for digital), and enabling
flask. In this case, the region of maximal SAR is skewed towardscontinuous transmission of a pseudorandom test se-
the front right corner of the flask. In the rear flask, the SAR

quence. Examination of the output signal from the digi- decreases by as much as 25% across both the width and the
tal phone with a diode detector and oscilloscope re- length of the flask. In both flasks, the regions of maximal SAR

are located towards the junction between flasks.vealed that transmission was executed in bursts lasting
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where s and r are, respectively, the conductivity and and centrifuged again for 5 min at 200g. After removal
of the supernatant, the cell pellets were dried by brieflythe density of the aqueous sample. For an SAR of

2.5 W/kg with s Å 1.5 S/m and r Å 1 g/cm3, the E- placing the inverted centrifuge tubes onto absorbent
paper. These pellets were stored at 075 7C until assayfield is on the order of 0.6 V/cm. The field inside the

Crawford cell can be calculated by using the relation (typically for 3–4 days).
E Å (PZo/d2)1/2, where P is the input power, Zo Å 50V

ODC Assayis the characteristic impedance of the Crawford cell,
and d Å 7 cm is the distance between the center con- ODC activity was determined through minor

modifications of the method of Seely and Pegg [1983],ductor and the outer plate. For P Å 0.96 W, the electric
field within the Crawford cell is on the order of 1 V/cm as previously reported [Litovitz et al., 1991]. Units of

ODC activity were expressed as pmol 14CO2 generated/[correction of our previous calculation of 0.7 V/cm,
Litovitz et al., 1993]. The computations of the electric 30 min/mg protein at 37 7C. Protein analysis was per-

formed with the Bradford method by using a BioRadfield, both inside the Crawford cell and within the aque-
ous samples, yield values of the same order of magni- kit (BioRad Laboratories, Melville, NY). Each cell pel-

let was lysed in 140 ml of lysis buffer and centrifugedtude. This suggests that the SAR measurements are a
reasonably good indicator of the electric field in the for 5 min at 13,000 rpm. One hundred microliters of

the supernatant from each sample was added separatelyaqueous interface at the base of the flask, where the
tangential components of the electric field must be con- to 150 ml aliquots of the 14C-labeled reaction mixture.

14CO2 generated by ODC activity from each sampletinuous.
was absorbed with 100 ml of 1.0 N NaOH. The reaction

Cell Culture Preparation was allowed to proceed for 1 h with the samples placed
in a shaker water bath at 37 7C. At the end of thisActively growing cultures of the murine L929

fibroblast cell line were maintained in Eagle’s mini- period, 400 ml of 20% trichloroacetic acid (TCA) was
added to each sample to terminate the enzymatic reac-mum essential medium, supplemented as previously

reported [Litovitz et al., 1991]. Cell cultures to be used tions. To measure the 14C activity, each NaOH sample
was transferred to a scintillation vial containing 7 mlfor exposures were initiated approximately 20 h prior

to an experiment at a density (3 1 106 cells in 5 ml of of acetic acid and 10 ml of fluor. After 2 h, samples
were counted in a scintillation counter. Backgroundculture medium per 25 cm2 flask) to produce midlogar-

ithmic phase growth by the time of use. Prior to expo- activity was determined by the use of samples in which
ODC activity was eliminated by acid denaturationsure, cells were kept at 37 7C in a 95% air/5% CO2

atmosphere. Microwave exposures were conducted with TCA.
without CO2 flow; flasks were sealed for the duration
of exposure. Experiments were conducted over approx-

RESULTS
imately a 3 year period. To ensure uniformity of the
cell cultures during this time, we maintained multiple ODC activity is an effective marker for EM field-

induced effects, provided that variations in ODC activ-ampules of our original L929 cell stocks in liquid nitro-
gen. New cultures were started from these frozen stocks ity displayed by cell cultures established at different

times are accounted for. To allow comparisons of re-approximately every 6 months.
sults obtained on different days, we express our data

Field Exposure Protocol as an ‘‘ODC activity ratio,’’ obtained by dividing the
mean activity of EMF-exposed samples from a givenFor each experimental run, four flasks of cells

were placed into the Crawford cell for microwave ex- run by that of matched control samples. The validity
of this approach was demonstrated in our previouslyposure. An incubator shelf, cut to form a platform

around the Crawford cell, provided for positioning of published work [Litovitz et al., 1993, 1994]. Because
some scientists are uncomfortable with the use of suchfour control flasks within the same incubator chamber

and at the same height as the flasks within the Crawford ratios, the results of this work are also expressed in
terms of the mean and standard deviation of the mea-cell. Exposure times ranged between 2 and 24 h. Imme-

diately after exposure, the cells in each flask were sured ODC activity for each exposure condition (see
Tables 1–8). The standard deviation of the mean ODCwashed twice with 3 ml of ice-cold phosphate-buffered

saline (PBS) and were then collected by gentle scraping activity data reflects the day-to-day variations in this
parameter. Because these variations were often large,in an additional 3 ml of PBS. To provide sufficient

protein for the ODC assay, cells were pooled to provide the analysis to determine whether the mean difference
between exposed and control samples was statisticallyone exposed and one control sample from each experi-

mental run. Cells were pelleted for 5 min at 200g, and significant was performed on paired observations by
using a standard two-tailed t test. The two-tailed testthe resultant cell pellet was resuspended in 1 ml PBS
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was selected because there is no a priori knowledge of of exposure. The peak field-induced ODC activity ra-
tios were 1.5 for 16 Hz AM and 1.9 for 60 Hz AM.the direction of the differences between exposed and

control samples.
Dependence on frequency. Having determined that anBecause of the large number of experiments per-
exposure time of 8 h produced a peak in the ODCformed and exposure conditions examined, the tabu-
response at two AM frequencies, we examined the vari-lated data summarize separately the results for each
ation of the response for this exposure time as a func-exposure condition. Included in the tables are the mean
tion of frequency in the range of 6–600 Hz. Table 4ODC activities of the control and exposed samples, the
shows the results of these experiments. StatisticallyP value of the two-tailed t test, and the mean activity
significant enhancements of ODC activity were ob-ratio. It should be stressed that the ODC activity ratio
tained at frequencies in the range between 16 Hz andis not the ratio of mean E over mean C but rather the
65 Hz, whereas no significant effects were obtained atratio of the mean activity of EMF-exposed samples
either 6 Hz or 600 Hz. The field-induced responseover that of matched control samples.
peaked in the 60 Hz range, at which the ODC activity
ratio approximately doubled. Because no experimentalExposure With CW Microwaves
points were obtained between 65 Hz and 600 Hz, these

We have previously reported that 8 h of exposure results provide only a general idea of the variation of
with CW microwaves (835 MHz, 8 h, 2.5 W/kg) the frequency response.
yielded no measurable changes in ODC activity [Lito-
vitz et al., 1993]. Because AM-induced biological ef- Dependence on coherence. We previously demon-
fects were shown to be transient, we decided that a strated that the enhancement of ODC activity by AM
more complete time course of CW exposure should be microwaves requires a minimum coherence time of
examined. To this end, experiments were carried out the modulating signal [Litovitz et al., 1993]. Optimal
with 835 MHz CW microwaves for exposure times in enhancement was obtained when the coherence time
the range of 2 to 24 h. Table 1 shows the results of was 10 s or greater, whereas no enhancement resulted
these experiments. Exposures of 2, 4, 8, 12, 16, and when the coherence time was 1 s or less. A case of
24 h yielded no measurable effects and confirmed pre- some practical interest is that of RF or microwave
vious results. However, a statistically significant effect signals amplitude modulated with speech. Because the
was obtained after 6 h of exposure, which yielded an coherence time of speech is less than 1 s, we predicted,
ODC activity ratio of 1.3. based on our earlier work, that no effect on ODC activ-

ity would be elicited by exposure to such signals. The
Exposure With AM Microwave Fields experimental data confirmed this prediction (see Table

8). Eight hour exposures with microwaves amplitudeThe ODC response of L929 cells exposed to AM,
modulated with speech yielded no statistically signifi-835 MHz microwaves was examined as a function of
cant effects as measured using a paired t test. Whereasexposure time (2–24 h) at two frequencies, 16 Hz and
the coherence time is an accurate predictor of the bio-60 Hz, and as a function of frequency in the range of
logical response in some cases, further research, to be6–600 Hz for the exposure time that produced the most
reported elsewhere, has led us to conclude that therobust response in the time course experiments (8 h).
ability of an electromagnetic field to induce biologicalIn all cases, the modulation amplitude was adjusted to
effects is best characterized in terms of a ‘‘constancy’’give a modulation index of 23%.
interval, defined as the time interval over which the
field parameters (e.g., amplitude, frequency) remainDependence on time. Exposure with either 16 Hz or
constant.60 Hz AM microwaves produced a transient enhance-

ment in ODC activity that peaked after 8 h and returned
Exposure With FM Microwave Fieldsto control levels by 24 h of continuous exposure. Table

2 shows the results of exposure with 16 Hz AM micro- The effects of frequency modulation with a 60
Hz sinusoid were examined as a function of exposurewaves. Continuous 6 and 8 h exposures of cells pro-

duced enhancements in ODC activity that were statisti- time in the range of 2–24 h. The modulation frequency,
vm, and exposure times were selected to allow directcally significant relative to control levels. The other

exposure times tested did not induce statistically sig- comparison to similar experiments using amplitude
modulation. The maximum deviation, Dv, of the FMnificant changes in ODC activity. Table 3 shows the

results of exposure with 60 Hz AM microwaves. Statis- signal was set to 60 kHz to correspond approximately
to the maximum deviation of commercial FM (75 kHz).tically significant effects were observed after 6, 8, 12,

and 16 hours of continuous exposure, but no statisti- The corresponding modulation index, b Å Dv/vm, was
on the order of 1,000, which defines this signal ascally significant effects were seen after 2, 4, and 24 h
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wideband FM. Table 5 summarizes the results of expo- cally significant enhancements in ODC activity for 6,
8, and 10 h of exposure. The other two exposure timessure with FM microwaves. No statistically significant

changes in ODC activity were induced by exposure of tested, 4 and 16 h, produced no statistically significant
enhancement in ODC activity (Table 7). The squarecultures to this signal.
wave modulated signal was tested only after 8 h of

Exposure With Cellular Phone-Type Signals exposure, yielding results similar to those for the corre-
sponding condition with the digital cellular phoneThe results of the AM and FM experiments de-
signal.scribed above suggest that biological effects can be

Table 8 and Fig. 3 summarize the results of 8 hinduced when the modulation causes periodic changes
exposures with the various signals tested. We note fromin the amplitude of the carrier, as is the case in sinusoi-
this table that, in all cases tested with this exposuredal AM. FM, which causes changes in phase but mini-
time, exposures with modulated microwaves producedmal changes in amplitude, appears to produce no mea-
statistically significant enhancements in ODC activitysurable effect. A situation of practical interest is that
only when the modulation introduced low-frequencyof cellular phone transmissions. If amplitude modula-
periodic changes in the amplitude of the carrier.tion of the carrier is a significant factor in determining

a biological response, then the extent to which cellular
phones can induce a response would depend on DISCUSSION
whether the modulation schemes used for transmission

The ODC activity of L929 fibroblasts was tran-impart a periodic ELF modulation component onto the
siently enhanced by exposure to some, but not all, ofcarrier. Digital phones, which operate in burst mode,
the modulated 835 MHz microwave fields we exam-have periodic fluctuations of the carrier amplitude in
ined. Exposure to an unmodulated, CW field also pro-the ELF range. Analog phones, which do not operate in
duced a response. These results are consistent withburst mode, have relatively constant carrier amplitude
other reports that demonstrate enhanced ODC activity(assuming no changes in reception between the cellular
after EMF exposure. EMF-induced changes in ODCphone and the nearest cell). A series of exposures was
activity have been documented for cultured cells ex-conducted to determine whether either of these cellular
posed to 60 Hz electric or magnetic fields [Byus et al.,phone signals produce enhancement of ODC activity
1987; Litovitz et al., 1991, 1994; Mullins et al., 1993],in exposed cells.
for chicken embryos exposed to 60 Hz magnetic fieldsExposures were carried out with both the analog
[Farrel et al., 1993], and for cultured cells exposed toand the digital cellular fields and also with an 835 MHz
amplitude-modulated microwave fields [Byus et al.,carrier amplitude modulated with a 50 Hz square wave.
1988; Litovitz et al., 1993]. Thus, ODC activity appearsThis latter condition was intended to simulate the low-
to provide a consistent and reliable measure of cellularfrequency burst modulation of the digital cellular field.
response to both ELF and RF EM fields. As such, itExposures with the analog cellular field produced no
represents one of the few replicated examples of astatistically significant enhancement in ODC activity
bioeffect being induced by a weak electromagneticfor exposure times between 4 and 10 h (Table 6). Expo-
field.sures with the digital cellular field produced statisti-

Microwave-Induced ODC Response:
The Role of Modulation

Whether a given microwave field induces an
ODC response seems to be dependent upon the modu-
lation scheme employed. Enhancements in ODC activ-
ity were observed for L929 cells exposed to 835 MHz
fields that were amplitude modulated with sinusoidal
16 and 60 Hz signals or with a 50 Hz square wave
signal. Use of digital cellular signals burst modulated
at 50 Hz, which produces a pattern of amplitude modu-
lation very similar to that of the 50 Hz square wave,
also induced increases in ODC activity.

In contrast to these results, neither the 60 Hz
sinusoidal frequency-modulated 835 MHz carrier nor
the frequency-modulated microwave field produced by
analog cellular telephones induced an ODC responseFig. 3. ODC activity ratios for L929 murine cells exposed for 8

h with 835 MHz microwaves modulated by various methods. in L929 cells. These frequency-modulation schemes
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TABLE 1. Results of Exposures With 835 MHz Continuous Wave Microwaves. The Mean E
and Mean C Values Are the Average ODC Activities and Corresponding Standard Deviations,
Expressed in Terms of pmol 14CO2 Generated/30 Min/mg Protein, of the N Exposed (E) and N
Control (C) Samples of Each Exposure Condition. The P Value Is the Probability That the
Observed Differences Between Control and Exposed Samples in Each Set of N Paired
Observations Is Due to Chance. The ODC Activity Ratio Is the Mean Value of the Ratios of
the ODC Activity in Exposed Samples to That of Corresponding Control Samples, Computed
from N Paired Observations of Each Exposure Condition. The ODC Activity Ratio is Not the
Ratio of Mean E Over Mean C

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 5 13.8 { 6.3 12.9 { 6.4 ú0.52 0.9 { 0.2
4 6 9.2 { 6.1 8.7 { 5.2 ú0.69 1.0 { 0.2
6 11 13.3 { 12.2 16.5 { 13.7 õ0.004 1.3 { 0.2
8 16 16.8 { 13.8 15.9 { 15.2 ú0.41 0.9 { 0.2

12 8 8.9 { 1.7 8.3 { 2.2 ú0.34 0.9 { 0.2
16 10 5.3 { 4.1 4.8 { 3.3 ú0.32 1.0 { 0.3
24 9 5.4 { 2.3 5.0 { 2.2 ú0.32 0.9 { 0.2

TABLE 2. Results of Exposures With 835 MHz Microwaves Amplitude Modulated (23%) With
16 Hz Sinusoids. Column Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 7 12.1 { 4.1 11.5 { 4.2 ú0.77 1.0 { 0.3
4 7 12.0 { 7.9 13.2 { 10.0 ú0.38 1.1 { 0.3
6 13 14.2 { 18.9 15.8 { 20.3 õ0.045 1.2 { 0.3
8 11 9.9 { 8.5 13.6 { 11.8 õ0.012 1.5 { 0.3

12 6 12.8 { 7.4 10.5 { 6.1 ú0.17 0.8 { 0.2
16 7 6.7 { 3.7 7.2 { 4.0 ú0.49 1.1 { 0.3
24 9 10.3 { 11.2 10.3 { 9.2 ú0.97 1.1 { 0.1

TABLE 3. Results of Exposure With 835 MHz Microwaves Amplitude Modulated (23%) With
60 Hz Sinusoids. Column Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 8 8.4 { 3.4 9.8 { 4.6 ú0.15 1.2 { 0.3
4 9 16.3 { 12.8 16.1 { 10.9 ú0.91 1.1 { 0.5
6 13 7.2 { 4.0 11.6 { 5.3 õ0.0001 1.7 { 0.4
8 22 24.0 { 32.7 40.0 { 47.2 õ0.0001 1.9 { 0.4

12 9 7.4 { 3.4 11.1 { 4.9 õ0.0017 1.5 { 0.3
16 9 7.6 { 2.0 9.5 { 2.6 õ0.0058 1.3 { 0.2
24 9 7.4 { 2.4 6.7 { 2.3 ú0.13 0.9 { 0.2

TABLE 4. Results of Exposure With 835 MHz Microwaves Amplitude Modulated (23%) With
6-600 Hz Sinusoids. Column Headings Are as Defined in Table 1

Freq ODC activity
(Hz) N Mean C Mean E P ratio

6 7 7.1 { 5.0 6.6 { 3.1 ú0.61 1.1 { 0.2
16 11 9.9 { 8.5 13.6 { 11.8 õ0.012 1.5 { 0.3
55 6 10.4 { 4.8 18.5 { 6.7 õ0.009 1.9 { 0.5
60 22 24.0 { 32.7 40.0 { 47.2 õ0.0001 1.9 { 0.4
65 6 10.0 { 1.9 20.5 { 4.7 õ0.0011 2.1 { 0.4

600 7 7.8 { 5.3 9.4 { 8.7 ú0.37 1.3 { 0.5
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TABLE 5. Results of Exposure With 835 MHz Microwaves Frequency Modulated (60 kHz
Deviation) With 60 Hz Sinusoids. Column Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 9 35.9 { 14.2 36.8 { 14.5 ú0.72 1.0 { 0.1
4 6 17.7 { 9.8 17.5 { 7.7 ú0.84 1.0 { 0.1
6 8 22.0 { 11.5 20.7 { 11.5 ú0.28 0.9 { 0.1
8 7 18.9 { 7.2 18.4 { 7.7 ú0.69 1.0 { 0.2

12 6 13.0 { 4.3 12.5 { 2.9 ú0.51 1.0 { 0.1
16 7 12.4 { 5.8 10.7 { 5.6 ú0.29 0.9 { 0.2

TABLE 6. Results of Exposures With an AMPS Analog Cellular Phone Signal. Column
Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

4 6 28.9 { 8.2 28.6 { 8.6 ú0.86 1.0 { 0.1
6 6 33.4 { 7.3 34.2 { 11.7 ú0.74 1.0 { 0.1
8 6 17.5 { 6.9 15.8 { 6.7 ú0.06 0.9 { 0.1

10 6 33.9 { 23.1 27.7 { 16.1 ú0.11 0.9 { 0.2

TABLE 7. Results of Exposure With a DAMPS Digital Cellular Phone Signal. Column Headings
Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

4 11 36.3 { 20.1 40.0 { 19.4 ú0.07 1.2 { 0.2
6 12 24.6 { 12.5 29.1 { 13.3 õ0.0085 1.2 { 0.2
8 9 26.6 { 11.3 35.6 { 13.4 õ0.0002 1.4 { 0.2

10 8 27.0 { 8.8 31.4 { 10.1 õ0.0008 1.2 { 0.1
16 3 8.9 { 7.3 9.0 { 5.9 ú0.97 1.1 { 0.1

TABLE 8. Results of 8 Hour Exposures to 835 MHz Microwaves Modulated by Various
Methods. Column Headings Are as Defined in Table 1

ODC activity
Modulation type N Mean C Mean E P ratio

FM 60 Hz 7 18.9 { 7.2 18.4 { 7.7 ú0.69 1.0 { 0.2
AM speech 7 14.6 { 11.7 14.1 { 9.3 ú0.69 1.0 { 0.1
AM 60 Hz 22 24.0 { 32.7 40.0 { 47.2 õ0.0001 1.9 { 0.4
Sq wave 50 Hz 8 25.9 { 6.6 36.4 { 9.5 õ0.0004 1.4 { 0.2
Digital cellular 9 26.6 { 11.3 35.6 { 13.4 õ0.0002 1.4 { 0.2
Analog cellular 6 17.5 { 6.9 15.8 { 6.7 ú0.06 0.9 { 0.1

produce no measurable changes in carrier amplitude. common to both signals. Thus, it appears that the cells
did not respond to the very-high-frequency digitizedThe results suggest that, to induce a cellular response

through microwave exposure, the microwave field must information transmitted within the envelope of each
pulse of the cellular signal.be modulated by a method that produces periodic alter-

ations in the amplitude of the carrier wave. For exam- The data obtained by using modulated micro-
waves are all consistent with the concept that the ELFple, the fact that the square wave and digital phone

signals induced similar responses suggests that the cells amplitude modulation is critical in causing a biological
effect. However, the results of our CW experimentsresponded to the 50 Hz pulsing of the carrier amplitude
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present an exception. Exposure of L929 cells to the at 4 h of exposure, with a return to control values by
8 h of exposure. The 60 Hz AM microwave response835 MHz CW field produced a statistically significant

enhancement in ODC activity after 6 h of exposure. peaked at 8 h and returned to control levels after ap-
proximately 24 h. Our results, considered with thoseHowever, the time course of this response seemed un-

usual in that the increase in ODC activity was sharply of others, suggest that the responses induced by ELF
and AM microwave fields are fundamentally similardemarcated in time, with no indication of rising or

falling activity at the 4 or 8 h exposure time points. and that it is the ELF modulation frequency of the
microwave field that plays a critical role in determiningNonetheless, we believe this effect to be real, having

obtained the same result in two separate sets of experi- the characteristics of the response.
For example, the ODC responses to ELF and AMments that were conducted more than 3 years apart,

each set having independently yielded a statistically microwave fields display similar requirements for tem-
poral coherence of the stimulating field’s ELF fre-significant enhancement. How this CW effect relates

to the ODC enhancements observed in cells exposed quency. Cells exposed to an ELF magnetic field for
which the frequency was switched between 55 and 65to AM fields is not clear. The obvious distinctions are

that the enhancements induced by AM fields peaked 2 Hz at regular intervals yielded a twofold enhancement
in ODC activity only when each frequency was main-h later than those caused by the CW field and that the

most robust response, that produced by the 60 Hz AM tained over intervals ¢ 10 s throughout exposure [Li-
tovitz et al., 1991]. When the frequency was switchedfield, was significantly larger than the response pro-

duced by the CW field. at intervals ° 1 s, ODC activities remained at control
levels. This temporal requirement for frequency coher-In each instance for which a time course was

measured, the enhancement in ODC activity induced ence was also demonstrated by the fact that L929 cells
showed no enhancement of ODC activity after expo-by AM microwave exposure was transient. ODC activ-

ity peaked after 8 h of exposure and then returned to sure to ELF random noise fields of amplitude compara-
ble to that of the 60 Hz stimulating field [Litovitz etcontrol values despite continued exposure. Byus et al.

[1988] also showed the transient enhancement of ODC al., 1994]. A similar temporal coherence requirement
determines the response of L929 cells exposed to AMactivity in three different cultured cell lines exposed

to AM microwaves. Approximately 15–60% increases microwaves [Litovitz et al. 1993]. If the modulation
frequency is switched between 55 and 65 Hz at regularin ODC activity were observed after 1 h exposures to

450 MHz microwaves sinusoidally amplitude modu- intervals throughout the 8 h exposure period, the ODC
response is determined by the duration of the constantlated at 16 Hz. Under the exposure conditions used by

Byus et al., 60 Hz amplitude modulation failed to elicit frequency interval. As with the ELF studies, switching
at an interval¢ 10 s produced an approximate doublingchanges in ODC activity. However, direct comparisons

to our results are not possible, because their carrier in ODC activity, but intervals ° 1 s produced no ODC
response. This result is reinforced by the data presentedfrequency, cell lines, exposure time, and modulation

index differed from ours. For example, our data indi- herein, which demonstrate that amplitude modulation
using speech (which has a coherence time of õ1 s)cate that it is not until at least 6 h after onset of exposure

to the 60 Hz AM microwave field that a clearly discern- produced no enhancements in ODC activity. However,
in this case, the decrease in the response may also beible effect on ODC activity is observed. The longest

time that Byus et al. observed ODC activity was only attributed in part to the frequency spectral distribution
of speech. Our data show that the ODC response to4 h after onset of exposure. It is possible that, had

they waited longer, they would have observed an effect AM microwaves decreases as the modulation fre-
quency increases (Table 3). Speech is generated mostlysimilar to that observed by us when using a 60 Hz AM

exposure. Regardless, the observations of Byus et al. in the range between 50 Hz and 10 kHz, but the highest
concentration of sounds is in the range 100–600 Hzunderscore the fact that exposure to a sinusoidal, ampli-

tude-modulated microwave field can enhance ODC [Denes and Pinson, 1963]. Consequently, regardless of
other effects, a decreased response relative to 60 Hzactivity.
AM would be expected.

Microwave-Induced ODC Responses Resemble
Those Induced by ELF Fields

SUMMARY AND CONCLUSIONS
The basic response to 60 Hz AM microwaves

(i.e., a transient, approximately twofold increase in Our results indicate that amplitude-modulated mi-
crowaves at an SAR of 2.5 W/kg, corresponding to aODC activity) is similar to that observed after exposure

of cells to a 60 Hz ELF magnetic field. The major plane wave equivalent power density of approximately
1 mW/cm2, are capable of altering biological activitydistinction is that the timing of the two responses is

different. The ELF field-induced ODC response peaks in in vitro cell cultures. Frequency-modulated micro-
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Abstract. cell or tissue to a mild stressor can confer protection
Purpose : To investigate the ability of electromagnetic (EM) � eld against a subsequent lethal stressor, and induction of
pre-exposures to induce protection in chick embryos against stress proteins are involved (Mestril and Dillmann
subsequent ultraviolet (UV) light exposure.

1995). This e Ú ect is known as pre-conditioning, andMaterials and Methods: Chick embryos in the 4th day of gestation
can be achieved by pre-exposure to the same type ofwere exposed for 20 minutes (short term) or 96 hours ( long term)

to 60 Hz, 8 mT magnetic or sham � elds (controls) followed by 30 stimulus (auto-protection), or by exposure to an
minutes rest. They were then exposed to UV radiation of either unrelated stimulus (cross-protection).
low (30 J/m2 ) or high (45 J/m2 ) intensity ( long term was exposed Induction of the heat shock stress response, via theonly to 30 J/m2 ) for 75 minutes. Mortality measurements were

cross-protection mechanism, has been shown to bemade every 30 minutes following UV exposure.
Results: At both UV intensities, short-term, EM � eld-exposed protective against ultraviolet radiation. Protection
embryos showed signi� cantly higher post-UV survival ( p< 0.05) against ultraviolet B (UVB) radiation has been
at each time point as compared to controls. Long-term EM � eld achieved by brief, hyperthermic pre-exposures in aexposures, however, o Ú ered no protection against low intensity

human keratinocyte cell line (Maytin et al. 1993). ItUV light, in fact, 96 hour-EM � eld-exposed embryos were
has been shown that a major protein in the heatsigni� cantly less protected than non-EM � eld-exposed controls

( p< 0.05). shock protein (hsp) family, hsp72, is the mediator of
Conclusions : Results of the present study demonstrate that EM this observed resistance (Trautinger et al. 1995). Over-
� eld exposures of appropriate duration induce protection against

expression of hsp72 in a transfected murine � broblastdamage from UV light exposure. Because EM � eld exposures
cell line has also been shown to yield increasedhave been reported to activate stress protein response pathways

and protect against anoxia/re-oxygenation damage, stress pro- viability following UVB treatment (Simon et al. 1995).
teins are thought to play a role in the observed UV protection. Other groups (Maytin 1992; Maytin et al. 1993) have

replicated these � ndings in cultured keratinocytes.
Finally, it has been demonstrated that heat shock1. Introduction
transcription factors (HSF, required for the expres-

Organisms protect themselves against harmful sion of hsp genes) are activated following UVC
stimuli by activation of a number of di Ú erent cellular radiation treatment in human glioblastoma cell lines
protection pathways. Among these is the classical (Ohnishi et al. 1996). The concept of cross-protection
heat shock response, in which heat shock proteins has also been extensively studied in ischemia/reperfu-
(hsp’s) are synthesized (Morimoto and Fodor 1984). sion, another form of cell stress. Pre-exposure to heatThe hsp’s, which are a class of stress proteins, are a or certain chemicals has been shown to minimizefamily of molecular chaperones which are induced

ischemic damage to both myocardial cells and tissuesby a variety of environmental stresses such as heat,
(Marber et al. 1994; Mestril and Dillmann 1995).chemicals and oxidative injury. These induced cha-
These � ndings, taken with evidence that inductionperone proteins are responsible for the repair of
of the heat shock response can protect against UVdamaged proteins, and their induction contributes to
damage suggest that heat shock protein responsesprotection from and adaptation to cellular stress. It
may play a role in protection against various formsis now generally accepted that prior exposure of a
of oxidative stress.

That heat shock proteins are protective against
*Author for correspondence; e-mail: litovitz@cua.edu oxidative stress is intriguing, given the recent � ndings
Vitreous State Laboratory, Catholic University of America, of our laboratory, which demonstrated that short (20

Washington, DC, USA. minute) pre-exposures to 60 Hz magnetic � elds could†Submitted as partial ful� llment of degree requirements for
induce protection against anoxia/re-oxygenation inDoctorate of Philosophy Department of Biology, University of

Maryland, College Park, MD 20742, USA. a chick embryo model (Di Carlo et al. 1998; Di Carlo
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et al. 1999). That work was based on earlier studies thus, were not subject to committee approval.
Although the chick embryo model has been criticizeddone by Blank et al. (1994) which showed that 60 Hz

magnetic � eld exposures yielded the same patterns because it ‘a Ú ords no parallel with the anatomical...
relationship existing between the pregnant mammalof protein synthesis as heat shock. Later studies

con� rmed this � nding by demonstrating that � elds and her conceptus’ (Klug et al. 1997), others have
stated that ‘...the chicken embryo may be consideredactivate HSF (Goodman et al. 1994) and enhance

transcription of hsp70 (Lin et al. 1997). The induction an exciting model... lying on the borderline between
cell cultures and adult laboratory animals’ (Tempelof the hsp70 protein by 60 Hz magnetic � eld exposure

was found to be rapid, with maximum accumulation and Schleifer 1995). Additionally, the e Ú ects of
UV light exposure on the chick embryo had beenof the protein in as little as 40 minutes after exposure

(Han et al. 1998). The same group also demonstrated previously investigated (Lwin, 1971), and provided
a basis for the experiments described here.that AP-1, AP-2, and SP-1, other stress-induced

transcription factors, were activated in response to Incubators were modi� ed to minimize stray mag-
netic � eld emissions, and ambient measurementsEM � eld exposures (Lin et al. 1998). Preliminary

evidence from our laboratory shows that activation indicated that magnetic � elds were below 0.5 mT at
all egg placement positions. Typical geomagneticof HSF in chick embryos occurs within 10 minutes

after the start of a 60 Hz, 8 mT magnetic � eld expo- � elds measured in all of our incubators were
~40–50 mT. During all experiments, the embryossures (data not shown). Thus, we hypothesized that

the anoxia protection that was observed in response were maintained at 37.8 ß C except for brief intervals
(30 to 60 seconds) required to handle the eggs orto the 60 Hz magnetic � eld exposures might be due,

in part, to � eld-enhanced activation of cellular stress transfer them to di Ú erent treatment conditions.
During these intervals, embryos experienced ambi-responses similar to those seen during thermal stress.

Given the evidence that 60 Hz magnetic � eld expo- ent, room temperature air (approximately 22 ß C).
sures activate cellular stress responses, which are then
protective against subsequent lethal stress, an experi- 2.2 Field exposurement was designed to determine if � eld exposures
could stimulate the stress response system of chick Signals were generated using a 15 MHz function/

arbitrary waveform generator (Hewlett-Packardembryos (i.e. pre-condition) in such a way that
protection against UV radiation could be induced. model 33120A, Palo Alto, CA, USA), and 35 watt

P.A. ampli� er (Radio Shack MPA-46, Fort Worth,
TX, USA). Fields were produced by passing current
through paired coils arranged in the Helmholtz2. Materials and methods
con� guration, wound and connected as described2.1. Embryos previously (Berman et al. 1990). A coil diameter of
15 inches provided a region of nearly uniform mag-Fertilized White Leghorn eggs (Truslow Farms,

Chestertown, MD) were held at 10 ß C and used netic � eld ( Ô 5%), su Ý ciently large so that 24
embryos could be exposed at one time. Exposureswithin 48 hours of receipt. The holding refrigerator

was monitored periodically to insure that ambient were randomly done in one of six pairs of exposure
coils. Embryos were exposed to EM � elds (60 Hz,magnetic � eld strengths were below 0.5 mT. Embryos

were incubated (37.8 Ô 0.1 ß C) for 96 hours (develop- 8 mT) for either 20 minutes (short-term) or 96 hours
( long-term).mental stages ranged from 22 to 25) (Hamburger

and Hamilton 1951) in water-jacketed incubators Each set of coils was housed within a water-
jacketed cell culture incubator (VWR Scienti� c Inc.,(VWR) maintained at > 55% humidity. Embryos of

these stages were readily visible with conspicuous West Chester, PA) so that temperature could be
maintained at 37.8 ß C. The relative humidity in theblood vessels surrounding them. The heart consisted

of one atrial and one ventricular chamber. The two incubation chambers was held at > 55% by placing
a pan of saturated aqueous NaCl solution on thechambers were well de� ned, and the � ow of blood

was clearly visible between them as the heart beat. bottom of the incubator chamber. Magnetic � elds
were measured using 60 Hz-calibrated magnetic dosi-Separation of the heart into left and right hemi-

spheres (i.e. the formation of two atria and ventricles) meters (Model IDR-109; Integrity Design and
Research Corp., Essex, VT). Embryos were exposedby the interventricular groove, had not yet occurred,

making analysis of heart function (described below) to either sham (double-wound coil, canceled � eld) or
60 Hz magnetic � elds (8 mT) for either 20 minutes,a more straightforward procedure.

The 4-day-old chick embryos used in this study do or 96 hours. Both sham and 60 Hz exposures were
carried out at 37.8 ß C.not fall under the category of ‘vertebrate animal’ and
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2.3. Sham �eld coils taken to insure that similar surface areas of the
embryos were exposed. Embryos were coded byPaired coils were wired such that one of the pair an individual who was not the person making thecould be con� gured to produce a canceled � eld while mortality observations. This coding insured that thethe other coil produced a 60 Hz, 8 mT magnetic � eld. observer was blinded during the course of the experi-Each exposure coil was wound from two, adjacent ment. Embryos were exposed to a germicidal lampsets of conducting wires connected so that electric (Ecometrics—Silverdale, PA) with either 30 orcurrent could � ow in either the same, or in opposite 45 J/m2 (0.7 or 1 mW/cm2 for 75 minutes) of UVCdirections in the paired conductors. In the � rst case (254 nm) in two separate sets of experiments.the induced magnetic � elds from each loop reinforced According to the manufacturer, the spectral distribu-each other, producing the � eld to which the chick tion of the lamp was approximately 75% UVC, 20%,embryos were exposed. In the latter case the � elds UVB and 5% UVA and visible light. The intensityfrom each loop canceled each other so that control of the incident radiation at the site of the embryosembryos received no � eld exposure, but did experi- was determined using a power meter (Model 1815-ence all other environmental conditions (e.g. genera- C, Newport, Irvine, CA, USA). The probe wastion of heat or vibration) that might be produced by calibrated by the manufacturer and UV intensity wasthe activated coil. Such canceled � eld conditions determined using calibration curves provided byprovide the best sham (negative control) exposure Newport. The meter was equipped with a UV � lterconditions so that e Ú ects resulting only from the and thus, detected any wavelengths within the UVapplied � eld can be clearly determined. region of the spectrum (200–400 nm), including UVA
and UVB light. This experiment was designed using
lethal doses of UV so that large amounts of statistic-2.4. Temperature controls
ally signi� cant data could be obtained in a short time

To eliminate the possibility that heating by 60 Hz period. Large doses of UV light insure that mortality
magnetic � eld exposure was responsible for observed occurs within several hours.
protection, and because chick embryos are sensitive As an additional control, embryos (n = 24) were
to temperature changes, thermocouples were placed windowed in exactly the same manner and were
into 8 eggs to record temperature changes during 20 placed into an incubator for the duration of the
minute, 60 Hz, 8 mT magnetic � eld exposures. To experiment. This was done to insure that the win-
position the thermocouples, eggs were candled (a dowing procedure itself was not responsible for any
light source was placed behind the egg to visualize observed embryo death. All of the embryo treated in
the location of the embryo) while in the incubator, this way (no sham or 60 Hz magnetic � eld exposure
and a small hole was made in the shell, just large and no exposure to ultraviolet light) were observed
enough to insert the thin wire of the thermocouple following a 5 hour period, and survival was 100%.
(HH82 digital thermometer—Omega, Stamford,
CT). The end of the thermocouple was placed

2.6. Observationsimmediately adjacent to the embryo. The same
procedure was repeated in control embryos to insure At the end of UV exposure, and every thirty
there was no heat lost due to the hole in the shell. minutes, UV-exposed embryos were evaluated visu-
The thermocouples used had an accuracy of measure- ally to determine if they were alive (heart beating)
ment to within Ô 0.1 ß C. No measurable temperature or dead (heart stopped). For the 45 J/m2 UV expo-
changes were noted in either the control or 60 Hz sure, mortality observations were made for one hour
magnetic � eld-exposed embryos. following the end of UV. Three hours of post UV

observations were made for the 30 J/m2 exposure.
Fewer time points were recorded for the 45 J/m2 UV2.5. UV exposure intensity because the higher intensity exposure led to
a more rapid embryo death.Embryos were maintained at 37.8 ß C, for 30

minutes following the 20 minute, or 96 hour 60 Hz
magnetic � eld exposures, during which time, a por- 2.7. Statistical analysistion of the shells were removed, and the inner shell
membranes were drawn back to reveal the embryos. The standard error of the mean (shown as error

bars on all data points) was determined for each timeThe windowing process took approximately 30
seconds per egg. Windowing allowed ready observa- point on � gures 1 and 2. For � gure 3, error bars

represent the standard error of the mean for thetion of the embryos and facilitated e Ú ective exposure
of the embryo to ultraviolet light. Special care was percent survival of � eld-exposed embryos one hour
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following UV exposure. The P values and statistical
signi� cance of the data were determined by x

2

analysis using the Instat (©1993) statistical analysis
program version 2.04 (GraphPad software, San
Diego, CA).

3. Results

Table 1 gives a brief overview of the exposure
conditions and timing for each of the three � gures.
In � gure 1, a time course is shown for survival of
short-term, 60 Hz magnetic � eld-exposed and control
embryos after 45 J/m2 UV irradiation (1 mW/cm2 ,
higher dose). Timing was begun at the start of UV
exposure, and continued until 60 minutes after the
end of UV. At time 0, there was 100% survival prior Figure 2. Time course for 60 Hz magnetic � eld-induced protec-

tion against the lower intensity of UV (30 J/m2 ). Embryosto UV treatment. No observations were made during
were exposed to a 60 Hz, 8 mT magnetic � eld for 20 minUV irradiation. As can be seen in the graph, 60 Hz
and were then exposed to UV light 30 min after the endmagnetic � eld-exposed embryos had consistently
of EM � eld exposure. Control and exposed embryos were

higher survival ( p < 0.05) at all time points after UV studied in a total of 7 separate experiments. Error bars
exposure. Data comprised 100 control and 97 shown represent the standard error of the mean. Survival

data for control embryos is given by closed circles (– E –),exposed embryos (13 experiments).
and exposed embryos are shown with open circles (– D –).Figure 2 shows data for a separate set of embryos

(short-term, 60 Hz magnetic � eld-exposed and con-
trol) exposed to a lower dose of UV (30 J/m2 ). In

these experiments, time of UV exposure was the
Table 1. Exposure conditions. same (75 minutes) as for � gure 1, however the intens-

ity of the incident radiation at the site of the embryosEM Field Germicidal Bulb Time Points
Figure Exposure Time Intensity Shown was lower (0.7 mW/cm2 ). Time shown on the x-axis

is from the start of UV exposure. Data (7 experi-
1 20 min 45 J/m2 up to 1 h post-UV ments) consisted of 58 control and 59 exposed
2 20 min 30 J/m2 up to 3 h post-UV

embryos.3 20 min or 96 h 30 J/m2 at 1 h post-UV
Figure 3 illustrates how the time duration of the

applied 60 Hz magnetic � eld is critical in whether
protection or de-protection against UV radiation is
achieved in the chick embryo model. Embryos were
exposed to electromagnetic � elds for either 20
minutes or 96 hours prior to the low intensity of
UVC irradiation (30 J/m2 ). Survival, shown in the
graph, was recorded one hour after UV exposure.
Bars shown represent the percent increase or decrease
in protection from the 60 Hz magnetic � eld exposure
as compared to controls. Note that the 20-minute
exposure yields 60% more protection than was seen
in non-� eld-exposed embryos, however, survival of

Figure 1. Time course for 60 Hz magnetic � eld-induced protec- the 96-hour-exposed embryos was 30% lower than
tion against the higher intensity of UV light (45 J/m2 ). that of the controls. Changes in survival followingEmbryos were exposed to a 60 Hz, 8 mT magnetic � eld

UV were signi� cantly higher in 60 Hz magnetic � eld-for 20 min and were then exposed to UV light 30 min
exposed embryos as compared to controls ( p < 0.05).after the end of EM � eld exposure. Data shown consist

of a total of 13 separate experiments for which mortality In all of the data presented here, the marker for
observations were made immediately following UV radi- possible 60 Hz magnetic � eld protection was mortal-
ation and every thirty minutes thereafter. Error bars ity, however an examination of the gross morphologyshown represent the standard error of the mean. Survival

of the embryos following the UV exposure revealeddata for control embryos is given by closed circles (– E –),
and exposed embryos are shown with open circles (– D –). extensive vascular deterioration and hemorrhage.
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whether direct or indirect, leads to activation of the
cell’s innate protection mechanisms. Therefore, it is
useful to discuss the damage and repair mechanisms
involved in UV light exposures.

4.1. UV light exposures and cell damage: a role for ROS

The primary damage from exposure to germicidal
wavelengths of UV is to DNA (maximum absorption
from 240–290 nm). We therefore asked if damage to
DNA was an important mechanism involved in the
chick embryo mortality observed. This is improbable,
because in contrast to the 3–4 hour post-UV survival

Figure 3. 60 Hz magnetic � eld exposures of varied time dura- of the chick embryos in our study; UVB-induced
tion can a Ú ect EM � eld-induced UV radiation protection. DNA fragmentation, a known biochemical process
Chick embryos (96 h) were exposed to 60 Hz, 8 mT mag- of apoptosis, does not peak until 12–24 hours afternetic � elds for 20 min (50 EM-exposed and 48 control,

irradiation of rat skin (Iwasaki et al. 1996). Due ton = 5 replicates) or 96 h (48 EM-exposed and 52 control,
n = 5 replicates) 30 min prior to UVC irradiation the rapid onset of mortality in the chick embryos, it
(30 J/m2 ). Mortality measurements reported here were did not seem likely that the DNA damage sustained
recorded at one hour following the end of UV exposure. by the embryos was the main cause of death. TheData plotted in the � gure represent the percent increase

germicidal bulb that was used in these studies, how-in protection from the 60 Hz magnetic � eld exposure as
ever, also emits UVA and UVB wavelengths whichcompared to control values. Error bars represent the

standard error of the mean for the per cent survival of have been shown to lead to the formation of ROS.
� eld-exposed embryos. In addition, singlet oxygen is produced by UVC light

exposure (Zhang et al. 1997). Thus, it appears that
the formation of ROS by the spectra of UV light4. Discussion
emitted by the bulb may be the primary mechanism

The aim of this study was to evaluate the use of for the damage and ultimately, the mortality observed
60 Hz magnetic � eld exposures to pre-condition chick in these studies.
embryo tissue against the damaging e Ú ects of UV It is accepted that the ROS induced by UV light
irradiation. We showed that EM � eld pre-treatment can cause widespread cellular damage. For example,
was e Ú ective in extending the life span of the embryos in our chick embryo model, we observed extensive
following UV irradiation. At the two intensities of vascular deterioration in the UV light-exposed
UV that were investigated, there was, at all time embryos which likely played a signi� cant role in their
points, signi� cant induced protection (damage repair) deaths. This deterioration of the vascular systemin the 20 minute, EM � eld-exposed embryos as

could be attributed to denaturation of membranecompared to controls (� gures 1,2). All of the embryos
structural proteins and lipid peroxidation of theultimately died; however, the � nding that EM � eld
endothelial cell membranes by ROS. This wouldexposures are more protective at the 30 J/m2 intensity
render the chick embryo vasculature leaky and proneof UV light than at the 45 J/m2 dose is interesting
to hemorrhage, as was seen in the present study.in that it suggests that 60 Hz magnetic � eld exposures
Others have noted similar damage following UVmay be even more e Ú ective in protecting against UV
exposure of chick embryos (Lwin 1971). Singletlight exposures which are not immediately lethal, but
oxygen (Ryter and Tyrrell 1998), as well as exposuresinstead lead only to cell damage. At the dose levels
to UVB and UVC light (Costanza et al. 1995) haveused here, the UV light insult caused damage which
been shown to increase lipid peroxidation. In addi-exceeded the repair capacity of the EM � eld-induced
tion, there is evidence that oxidative destruction ofprotective mechanism. In cells, there exists a balance
lipids can cause cellular damage similar to that whichbetween damage caused by a stressor and the corres-
we observed in the chick embryo vasculature. Forponding cellular response to minimize that damage.
example, lipid peroxidation generated by cocaine-In addition to causing direct damage to proteins and
induced oxidative stress leads to vascular disruptionDNA, UV exposures can lead to the formation of
and hemorrhage in mouse embryos (Zimmermanreactive oxygen species (ROS) which cause secondary

damage to many cellular components. This damage, et al. 1994).
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4.2. ROS induce hsp’s which confer protection against critical for enhanced cell proliferation (Luk et al.
1982; Willey et al. 1985), and EM � elds have beenoxidative stress
shown to increase the activity of ODC (Byus et al.The presence of ROS in the cytoplasm has been 1987; Farrell et al. 1997a). The above studies supportlinked to activation of the heat shock stress response the hypothesis that EM � eld-enhanced proliferation(Becker et al. 1991; Liu and Thiele 1996). Consistent in CEF cells involves ROS. Exposure to EM � eldswith this fact is the � nding that the addition of have also been shown to stimulate anti-oxidant sys-exogenous ROS to a system can directly activate tems including glutathione peroxidase and gluta-HSF (Bruce et al. 1993). Increased levels of ROS can thione reductase (Paf kova and Jerabek 1994), furtherlead to modi� cations of intracellular proteins, which supporting a connection between EM � eld exposuresis a major source of damage from UV (Davies 1987). and the induction of oxidative stress.The ROS also denature proteins. The accumulation

of damaged or denatured proteins within a cell has
also been demonstrated to induce the heat shock 4.4. Possible mechanisms for EM �eld-induced protection
protein response pathway (Ananthan et al. 1986). Taken together, all of the above � ndings suggestOver-expression of the hsp70 protein has been shown that the generation of ROS may be involved in ato be involved in protection against H2O2 , and number of EM � eld-induced biological e Ú ects,HO Õ , and hypoxia/re-oxygenation (all of which are including those reported here. Brief 60 Hz magneticforms of oxidative stress) in cardiac myocytes (Chong � eld exposures have been shown to induce typicalet al. 1998). There is also direct evidence that induc- stress response pathways (Goodman et al. 1994; Lintion of hsp72 is critical in protection against oxidative et al. 1997). This study extends those results to astress (Musch et al. 1998). When hsp72 induction by chick embryo model to show that this induction ofglutamine was speci� cally inhibited with anti-sense protection by EM � elds can be used to minimizeconstructs in intestinal epithelial cells, viability follow- subsequent damage caused by UV light exposure. Ining oxidant treatment was signi� cantly decreased. fact, in our chick embryo model, EM � elds haveSeveral studies have also implicated hsp’s in the been shown to cause activation of HSF (data notattenuation of lipid-peroxidation damage ( Jacquier- shown). There are several explanations for the mech-Sarlin et al. 1994; Calabrese et al., 1996; Wong et al. anism by which EM � elds might provide protection1998). Although the role of the hsp’s in our protection against UV. These include induction of stress proteinsmodel is not completely clear, the EM � eld exposures and/or alteration of oxidative repair mechanisms. Itare likely inducing protection against some form of is clear that the � rst mechanism is operative in ouroxidant injury, as evidenced by increased longevity model, however, there is less evidence for direct EMof � eld-exposed embryos following UV irradiation as � eld stimulation of anti-oxidant systems. We suggestcompared to controls. Thus, we explore possible that EM � elds are increasing the levels of ROSconnections between EM � eld-induced cellular within the cell. This increased ROS can then mediateresponses and oxidative stress. activation of the stress protein pathway, conferring

protection against UV light by minimizing damage
to proteins and lipids.4.3. EM �eld exposures and the generation of ROS

Several studies have shown a connection between 4.5. EM �elds: protective or damaging? A question ofEM � eld exposures and evolution of ROS. Acting timingsynergistically with phorbol myristate acetate (an
inducer of oxidative burst in neutrophils), EM � elds This � nding that 60 Hz magnetic � eld exposures

can induce a bene� cial e Ú ect is in contrast to somehave been shown to cause an increased generation
of free radical species (Roy et al. 1995). In a later previous � ndings (Farrell et al. 1997b, Berman et al.

1990, Ubeda et al. 1994, Youbicier-Simo et al. 1997),study, the addition of anti-oxidants (catalase,
superoxide dismutase, and vitamin E) to cultures of which demonstrate adverse e Ú ects in chick embryo

models as a result of EM � eld exposures. For example,chick embryo � broblasts (CEF) cells was found to
inhibit EM � eld-induced increases in cell prolifera- Youbicier-Simo et al. found that continuous exposure

of embryos to EM � elds emitted by video displaytion (Katsir and Parola 1998). The � ndings of Katsir
et al. are consistent with studies which show that units led to signi� cantly increased embryonic death.

However, the exposures involved in the above studiesincreased activity of the growth-related enzyme orni-
thine decarboxylase (ODC) is induced by ROS were long-term (on the order of 48–96 hours). To

better understand the ability of an electromagnetic(Marsh and Mossman 1991; Hunt and Fragonas
1992; Lovaas 1995). Increased ODC activity is � eld stimulus to be either bene� cial or adverse, we
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exposed embryos to 60 Hz magnetic � elds for 96 5. Conclusions
hours to more closely mimic the long-term exposures We conclude that 60 Hz magnetic � eld exposuresinvestigated previously. Following these long-term can provide protection against subsequent damagingexposures, the chick embryos appeared to be ‘de- insults such as UV. It appears that EM � elds of aprotected’ against the subsequent UV insult as com- proper magnitude and duration can stimulate cellu-pared to their non-� eld-exposed counterparts. We lar repair processes. These might include inductionhypothesized that the observed ‘de-protection’ follow- of the heat shock stress protein pathway mediateding long term exposure to 60 Hz magnetic � elds was by EM � eld-induced ROS, and/or enhancement ofdue to a down-regulation of the stress protein anti-oxidant, ROS detoxi� cation systems. In addi-response. tion, the � nding of protection or de-protection,This hypothesis of down-regulation of stress pro- depending on the duration of � eld exposure providesteins as a result of long-term EM � eld exposures is insight into a possible mechanism for negative healthnot unreasonable. Whereas acute exposure to a e Ú ects linked to long-term EM � eld exposures.stimuli elicits one type of cellular response, chronic
stimulation tends to give the opposite result
(Hellriegel and D’Mello 1997, Marti et al. 1994,
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The Role of Temporal Sensing in
Bioelectromagnetic Effects
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Experiments were conducted to see whether the cellular response to electromagnetic (EM) fields
occurs through a detection process involving temporal sensing. L929 cells were exposed to 60 Hz
magnetic fields and the enhancement of ornithine decarboxylase (ODC) activity was measured to
determine cellular response to the field. In one set of experiments, the field was turned alternately
off and on at intervals of 0.1 to 50 s. For these experiments, field coherence was maintained by
eliminating the insertion of random time intervals upon switching. Intervals ° 1 s produced no
enhancement of ODC activity, but fields switched at intervals ¢ 10 s showed ODC activities that
were enhanced by a factor of approximately 1.7. These data indicate that it is the interval over which
field parameters (e.g., amplitude or frequency) remain constant, rather than the interval over which
the field is coherent, that is critical to cellular response to an EMF. In a second set of experiments,
designed to determine how long it would take for cells to detect a change in field parameters, the
field was interrupted for brief intervals (25–200 ms) once each second throughout exposure. In this
situation, the extent of EMF-induced ODC activity depended upon the duration of the interruption.
Interruptions ¢ 100 ms were detected by the cell as shown by elimination of field-induced enhance-
ment of ODC. That two time constants (0.1 and 10 s) are involved in cellular EMF detection is
consistent with the temporal sensing process associated with bacterial chemotaxis. By analogy with
bacterial temporal sensing, cells would continuously sample and average an EM field over intervals
of about 0.1 s (the ‘‘averaging’’ time), storing the averaged value in memory. The cell would compare
the stored value with the current average, and respond to the EM field only when field parameters
remain constant over intervals of approximately 10 s (the ‘‘memory’’ time). Bioelectromagnetics
18:388–395, 1997. q 1997 Wiley-Liss, Inc.

Key words: ornithine decarboxylase; cell culture; 60 Hz fields; ‘‘averaging’’ time; ‘‘memory’’
time

INTRODUCTION exposed these cells to a magnetic field whose frequency
was incoherently switched between 55 and 65 Hz at

Specific effects induced by exposure of cells to set intervals (coherence times). The resulting enhance-
weak, extremely low frequency (ELF), electromagnetic ment of ODC activity depended upon the time duration
fields (EMFs) continue to be reported but the mecha- of the switching interval. It was necessary to maintain
nisms that underlie cellular detection of EM fields are each frequency for approximately 10 s or longer to
still not understood. It is clearly important to determine obtain the same enhancement of ODC activity that was
the specific molecular interactions involved in EMF induced by exposure to a field of constant frequency.
detection. Until such information is known, however, The possibility that this 10-s time constant re-
aspects of the detection mechanism may be revealed
by characterizing the parameters of EM fields that are
critical for initiation of a cellular response. Contract Grant sponsor: National Institute of Environmental Health Sci-

To this end, we previously examined the question ences (NIEHS), National Institutes of Health (NIH); Contract Grant
number: 5 R01 ES0687-02.of whether cellular response to an EM field requires

that the field be coherent, i.e., that field parameters be *Correspondence to: J. Michael Mullins, Department of Biology, The
predictable over time [Litovitz et al., 1991]. Magnetic Catholic University of America, Cardinal Station, Washington, DC

20064.fields with frequencies of 55, 60, or 65 Hz induce a
doubling of ornithine decarboxylase (ODC) activity in Received for review 6 May 1996; final revision received 21 January

1997L929 cells. To assess the role of field coherence, we

q 1997 Wiley-Liss, Inc.
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flected a fundamental property of the cell’s ability to MATERIALS AND METHODS
detect, and respond to, EMFs was intriguing. Nonethe-

Cell Culture, ODC Assay, and Statistical Analysisless, some basic questions were unanswered. (1) Was
Methods for the maintenance of L929 cell cul-this fundamental 10-s time constant related only to

tures, and for the assay of ODC specific activity wereshifts in field frequency or, as seemed likely to us,
done following the procedures described by Litovitz etwould changes in other field parameters (e.g., ampli-
al. [1994]. To provide blinded experimental conditions,tude, wave form) produce similar results? (2) In the
samples were coded by one individual so that neitheroriginal work, the time duration of each frequency in-
the exposure condition to which each corresponded,terval was slightly randomized by adding to the basic
nor the exposure system used to produce it, wereinterval a random period ranging from 0 to 50 ms. This
known to the person doing the ODC assays. After ODCrandomization produced phase incoherence, and was
activities were calculated and recorded, this code wasthe rationale for our use of the term ‘‘coherence time’’
‘‘broken,’’ and the results of the experiment were ana-to describe the switching intervals. The question re-
lyzed. As in our previous work, the results of eachmained, however, whether the significant factor was
exposure were expressed as an ODC activity ratio, ob-truly the coherence.
tained by dividing the activity of an EMF-exposed sam-Could it be that simply the constancy of field
ple by that of its matched, sham-exposed control. Be-parameters (e.g., frequency or amplitude) determines
cause the ODC activities of control L929 cultures dis-whether there is a field-induced bioresponse? The work
play day-to-day variation, use of the ODC activity ratioreported here addresses this question. The amplitude
allows normalization of experimental results from oneof the applied magnetic field was varied at regular
day to the next.intervals throughout EMF exposure, and the resultant

We previously demonstrated [Litovitz et al.,enhancement of ODC activity was assessed. For these
1993, 1994] the consistency and effectiveness of theexperiments, field coherence was maintained by elimi-
ODC activity ratio for determining the cellular re-nating the insertion of random time intervals upon
sponse to applied EM fields. However, some scientistsswitching. Results of this work allow us to determine
have expressed reservations about the use of ratioswhether it is the coherence or the simple constancy of
to determine whether EMF-induced responses exist.the applied field parameters that determines a cellular
Accordingly, we have also included in this report theresponse.
results of a statistical analysis done using a paired, two-In considering possible mechanisms for EM field
tailed t test to determine the statistical significance ofdetection that underlie these data, we drew ideas from
each experimental condition. Tables provided for eachthe well-characterized body of information on bacterial
experimental condition list the mean ODC activities,chemotaxis [Koshland, 1981; Segall, et al., 1982; Mori-
{ standard deviation, for both sham and exposed sam-moto and Koshland, 1991]. Motile bacteria use a rudi-
ples. The paired P value for each condition was deter-mentary system of memory to sense average values for
mined with INSTAT, a statistics program distributedconcentrations of extracellular attractants and repel-
by GraphPad Software, Inc. (San Diego, CA).lents, to compare a ‘‘remembered’’ average value with

a current one, and to direct their swimming based upon
Exposure Systemmeasured variation in the average concentration over

time. Functioning of this memory depends upon spe- All exposures were carried out using a Helm-
holtz-coil type, ELF exposure system. Sham exposurescific interactions between two biochemical events, one

that occurs over a few tenths of a second (the averaging were concurrently carried out in such a system with
the field turned off. The Helmholtz coils, which are E-time) and one that occurs over intervals of a few sec-

onds (the memory time). Given that our earlier work field shielded and have an average radius of 4.125
inches, were enclosed in a 10 1 101 10 inch mu-metal[Litovitz et al., 1991] demonstrated a time constant on

the order of 10 s for the cellular-ODC response to an box constructed of mil-annealed Amumetal (Amuneal
Manufacturing Corp., Philadelphia, PA). Measure-EM field, we wondered whether a memory function

might also be involved in EM field detection and re- ments showed that the magnetic field shielding effi-
ciency of this mu-metal box is approximately a factorsponse. To explore this possibility, a series of experi-

ments was initiated to look for a second, shorter time of 5 in the ELF range of interest. Each Helmholtz coil
unit was housed within a water jacketed, cell cultureconstant comparable to that of the averaging time of

the bacterial system. The results of these experiments incubator maintained at 37 7C.
Each exposure condition was carried out usingare discussed in the context of a mechanism that would

govern cellular response to EMFs based on the con- three, stacked, 75 cm2 tissue culture flasks that were
centered between the paired coils and were positionedstancy, over time, of EM field parameters.
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so that the magnetic field was parallel to their growth
surfaces. The magnetic field distribution within the re-
gion occupied by the cells varied by less than { 15%
from the nominal value at the center of the Helmholtz
coil.

The Helmholtz coils were operated with a pulse
modulated 60 Hz sinusoidal current. The exposure sig-
nal was produced using a function generator (TENMA
model 72-380, MCM Electronics, Centerville, OH),
either of two custom made pulse modulators, and a 35
watt audio amplifier (Realistic model MPA-45, Tandy
Corporation, Fort Worth, TX). The Helmholtz coils
and a 3V series resistor were connected to the 8V
speaker output of the amplifier. The pulse modulators
were used to introduce periodic changes in the signal
amplitude. One pulse modulator allowed switching of Fig. 1. Response of L929 cultures to 60 Hz fields, which were
the signal amplitude between zero and a fixed level, turned off and on at an interval of 0.1, 1, 5, 10, 20, or 50 s
on successive equal time intervals of 0.1, 1, 5, 10, 20, throughout exposure. Results are expressed as the mean orni-

thine decarboxylase (ODC) activity ratios { standard deviation.and 50 s. The other modulator allowed momentary
Numbers of separate experiments performed for each data pointinterruption of the signal on successive 1-s intervals.
are given in Table 1.The interruption interval was selectable in the range 0

to 500 ms. Additionally, these devices were used to
expose cells to fields for which the amplitude was regu-
larly switched between 5 and 15 mT, providing a mean sponse to EMFs, we conducted a series of exposures

in which the amplitude of the applied 60 Hz field wasamplitude of 10 mT during the course of exposure.
The on-off transitions used in our experiments switched between 0 and 10 mT. This was done at inter-

vals, tc, of 0.1, 1, 5, 10, 20 or 50 s throughout the 4-hresulted in the production of switching transients by
the inductive elements, chiefly the Helmholtz coils and exposure period. The field thus alternated between be-

ing completely off and then on at an amplitude knownpower amplifier, in the exposure system. Because the
input signal to the amplifier was not synchronized for to induce enhanced ODC activity. In contrast to our

previous experiments with frequency switching, therezero cross-switching, the transients were of variable
peak amplitude (less than 25% of the peak-to-peak was no randomization of the intervals by inclusion of

additional, random time periods.signal amplitude). Their duration was less than 10 ms.
For some exposures input signals were switched at zero The results of these experiments are shown in

Figure 1. Cells exposed to fields that were turned offcrossing points using an Arbitrary Waveform Genera-
tor (Hewlett Packard model 33120A). In this case the and on at tc intervals ranging from 5 to 50 s displayed

statistically significant enhancements in ODC activity.switching transients were of constant peak amplitude,
approximately equal to 25% of the peak-to-peak signal Intervals of 10, 20, or 50 s produced comparable en-

hancements, with ODC activity ratios of about 1.7.amplitude. The time duration of these transients was
also of the order of 10 ms. ODC activities of cultures exposed to fields switched

at a 5-s tc interval were also elevated, but to a lesserTo study the bioeffects of transient-free variations
in signal amplitude, ODC activity was examined for extent (ODC ratio Å 1.4) than those obtained with the

longer tc intervals. In contrast, a tc interval of 0.1 orcells exposed to a 60 Hz signal whose amplitude was
varied periodically by amplitude modulating the 60 Hz 1 s produced no statistically significant enhancement

of ODC activity. A statistical analysis of the ODCsinusoid with a 1 Hz sinusoid. The modulation depth
was adjusted so that amplitude of the 60 Hz signal activity (see ‘‘Materials and Methods’’) obtained from

these exposures is presented in Table 1. It can be seenvaried sinusoidally at 1 Hz between 0 and 10 mT.
from the table that only when tc was 1 s or less were
ODC activities statistically equivalent to those obtained

RESULTS with sham exposure conditions. For longer tc’s, p values
were less than .05 indicating that the enhancement of

Amplitude Switching and the Role of Incoherence ODC activity shown in Table 1 is statistically signifi-
cant.To determine whether variations in field parame-

ters other than frequency would affect the cellular re- These results are essentially the same as those
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TABLE 1. Two-Tailed, Paired t Test Analysis of the Effect of Turning the 10 mT, 60 Hz Field Off and On at Regular Intervals
Throughout Exposure*

On-off Mean ODC Mean ODC ODC
interval (s) n activity: sham activity: exposed P value activity ratio

0.1 6 11.7 { 4.3 12.9 { 7.2 0.47 1.1 { 0.3
1.0 5 54.8 { 14.9 59.3 { 16.9 0.06 1.1 { 0.1
5.0 3 13.0 { 2.6 17.7 { 2.7 0.01 1.4 { 0.1
10.0 11 20.9 { 8.7 35.9 { 18.2 0.001 1.7 { 0.4
20.0 6 13.0 { 3.2 22.5 { 5.6 0.001 1.7 { 0.2
50.0 4 26.0 { 12.3 38.6 { 16.5 0.02 1.6 { 0.2

*Actual units of ODC activity for cultures exposed to the on-off fields were compared with those for the matched, sham-exposed cultures.
The ODC activities and activity ratios in this and subsequent tables are expressed as the mean { standard deviation.

obtained in our previously reported coherence studies as percentage of maximum response. In this way, the
differences in the maximum response between the twoin which frequency switching was employed. The obvi-

ous difference between the data from these two studies studies do not obscure the similarities. It is clear that
the time duration of constancy of the field amplitudeis that the maximum enhancement in ODC activity

produced with the on-off fields (ODC ratio É 1.7) was determines the magnitude of the cellular response in
the same manner as does the time duration of constancyless than that obtained with either frequency-switched

or continuous 60 Hz fields (ODC ratio É 2.0). This of the frequency of the EMF.
Amplitude switching, as described above, in-slight reduction in response may be due to the fact that

cells were actually exposed to the applied field for only volved turning the field off and on at regular intervals.
To be certain that the effects observed were due tohalf of the exposure period during the on-off experi-

ments. Plotted in Figure 2 is a comparison of the results time-dependent variations in amplitude level, and not
simply to the field being turned off and on, an addi-from the two different studies. The data are plotted
tional series of exposures was conducted in which the
field was constantly applied, but with regular variations
in field amplitude. In these experiments the amplitude
of the 60 Hz field was switched between 5 and 15 mT
every 1 or 10 s throughout the 4-h exposure period.
Amplitude thus varied { 50% around a mean of
10 mT, which value induces a doubling of ODC activity
in constant-amplitude exposures. The results of these
experiments are shown in Table 2. The { 50% ampli-
tude fields displayed the same basic time dependency
observed with fields for which amplitude was varied
between 0 and 10 mT. Amplitude switching at 1.0-s
intervals produced no enhancement in ODC activity,
but switching at 10-s intervals produced an ODC re-
sponse that was comparable to that obtained with a
60 Hz field of constant, 10 mT amplitude.

All the results of the amplitude switching experi-
ments were obtained using coherent fields. Thus, the
magnitude of the EMF-induced ODC enhancement ap-

Fig. 2. Comparison of the field-induced ornithine decarboxylase
pears to be determined by the time over which field(ODC) responses of L929 cells to on-off fields, as shown in
parameters remain constant, rather than by the timeFigure 1, and to fields for which the frequency was shifted be-

tween 55 and 65 Hz at the same intervals. Results are normal- duration of field coherence.
ized as percent of maximum response to allow direct compari-

Amplitude Variation Without Transient Fieldssons of the two sets of data. Note that the 0.1- and 1-s time
points for the 55–65 Hz data fall below the line that denotes a In the experiments described above, the variation
0% increase. Mean ODC activities for cells exposed to these

in amplitude of current delivered to the Helmholtz coilsconditions were slightly lower than those of their matched con-
resulted in transient applied fields, which persisted fortrol samples, but were not statistically distinguishable from

them. intervals up to 10 ms during the ‘‘off period’’ of field
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TABLE 2. Two-Tailed, Paired t Test Analysis of the Effect of Switching the Amplitude of the 60 Hz Field Between 5 and 15 mT
at Regular Intervals

Exposure Mean ODC Mean ODC ODC
condition n activity: sham activity: exposed P value activity ratio

5 to 15 mT,
each 1 s 14 15.8 { 8.3 15.5 { 9.7 0.69 0.9 { 0.2

5 to 15 mT,
each 10 s 6 16.0 { 8.7 29.0 { 14.3 0.006 1.5 { 0.5

*Actual units of ODC activity for cultures exposed to the amplitude-switched fields were compared with those for the matched, sham-
exposed cultures.

exposure. These transient fields are described in detail (the averaging time) lasting a fraction of a second.
Successive, averaged field values would then be com-under ‘‘Materials and Methods.’’ To determine

whether the transient fields might be a significant factor pared. If such comparison were to indicate that field
parameters had remained constant over an interval ofin the results obtained, an additional set of exposures

was conducted in which field amplitude was varied about 10 s, then the cell would initiate, or continue, its
response to the applied field. However, if successivebetween 0 and 10 mT, but under conditions that pro-

duced no transient fields. This was done by using an comparisons were to indicate a substantial inconstancy
of field parameters, no EMF-induced cellular responseapplied field in which amplitude was varied by slowly

modulating the 60 Hz field with a 1 Hz sinusoid. The would occur.
On the basis of this hypothesis, an experimentrelationship describing the input voltage to the Helm-

holtz coil needed to produce this field is given by, was devised to search for the putative averaging time.
L929 cells were exposed to magnetic field conditions
(60 Hz, 10 mT field, 4 h) that normally induce a dou-V Å V0 (1 / cos(vmt))cos(vct) (1)
bling of ODC activity, but the field was modified by
being turned off for a brief interval, Dt, once eachwhere Vo is the peak amplitude of the 60 Hz input
second throughout the exposure period. The values ofvoltage, vm is the angular frequency of the modulating
Dt used ranged from 25 to 200 ms. This introductionsignal, vc is the angular frequency of the 60 Hz signal,
of periodic ‘‘gaps’’ in the field is illustrated by theand t is time. The waveform of a field modulated in
waveform shown in Figure 4. The idea was that if athis manner is represented in Figure 3.
memory system were operative for detection of EMBy amplitude modulating the applied field with

a 1 Hz sinusoid the introduction of transient fields was
avoided, while still varying the amplitude of the field
between 0 and 10 mT at a 1 Hz rate. This modulated
60 Hz field yielded an ODC activity ratio of 1.1 { 0.1
(n Å 4). The t test analysis of the ODC activities for
these exposures is presented in Table 3. Since this
result is indistinguishable from those obtained with on-
off switching at either 0.1- or 1.0-s constancy times,
these results demonstrate that transient fields were not
a significant factor in determining the cellular response.

Intermittent Amplitude Variations—Search for the
Averaging Time

The results described above indicate that the cell
‘‘knows’’ whether or not the field has been on for at
least 10 s. For this to be so, detection of the presence
of the field would have to occur on a time scale signifi-
cantly less than 10 s. By analogy with the bacterial
chemotaxis system, we reasoned that cells might con-
tinuously sample the EM field, ‘‘averaging’’ some as- Fig. 3. Diagrammatic representation of the waveform produced

by amplitude modulation of a sinusoidal, ELF signal.pect of the field parameters over a limited time interval
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TABLE 3. Two-Tailed, Paired t Test Analysis of the Effect of Amplitude Modulation of the 60 Hz Field Between 0 and 10 mT at
a Frequency of 1 Hz

Mean ODC Mean ODC ODC
Exposure condition n activity: sham activity: exposed P valuea activity ratio

1 Hz AM of 60 Hz Field 4 39.9 { 10.4 41.5 { 13.0 0.46 1.1 { 0.1
a The P values compare units of ODC activity for cultures exposed to the 1 Hz AM field with those for the matched, sham-exposed
cultures.

fields, then a gap in the field, over an interval equal to The magnitude of field-induced enhancement of ODC
activity decreased with increasing Dt. The shortest Dtor longer than the averaging time, would be sensed by

the cell as a change in field constancy. Repeating these examined, 25 ms, resulted in an ODC enhancement
which was approximately 60% of that induced by expo-periodic interruptions throughout the exposure period

would, thus, prevent an EMF-induced enhancement in sure to an uninterrupted field . As Dt was increased to
50 and 75 ms, there were corresponding decreases inODC activity. Interruptions lasting only a small frac-

tion of the averaging time, however, would not alter ODC activity ratios. At Dt’s of 100 or 200 ms, ODC
activities of exposed cells were statistically indistin-the value of the averaged measurements enough to

indicate a change in field parameters. Under these con- guishable from those of matched, sham-exposed cul-
tures. Field-induced ODC enhancement was, thus,ditions no inhibition of ODC enhancement would

occur. completely eliminated when Dt ¢ 100 ms. Table 4
presents the results of paired, t test analysis of the ODCExperiments were performed using both the cus-

tom-made modulator, which produced transients with activity for these exposures. The resultant P values
show that there was a statistically significant differencevariable peak amplitude at the on to off transitions,

and the HP33120A Random Wave Function Generator,
which was programmed to generate signals switched
at the zero cross points and therefore produced tran-
sients with fixed peak amplitude. The response of cells
exposed to both types of interrupted fields is displayed
in Figure 5. As the figure shows, the ODC response is
equivalent in both cases, offering further evidence that
the transients do not play a role in the response process.

Fig. 5. The effect of the introduction of brief intervals of zero
amplitude (‘‘gaps’’) into the 10 mT, 60 Hz field once each second
throughout exposure. Gap durations (Dt) ranged from 25 to 200
ms. Results are expressed as the mean ornithine decarboxylase
(ODC) activity ratios { standard deviation. Data obtained with
our custom-made, amplitude switching device are displayed as
filled circles. Data obtained using the Hewlett Packard (33120A)
Arbitrary Waveform Generator are plotted as hollow squares.
To avoid overlap of data points, the HP-generated data were
displaced horizontally by adding 5 ms to their actual Dt’s. The
numbers of separate experiments performed for each data point
using the custom switching device are given in Table 3. Num-Fig. 4. Diagrammatic representation of the waveform produced

by introducing brief, periodic intervals of zero amplitude bers of experiments performed for the HP-generated data are:
50 ms, n Å 3; 100 ms, n Å 9, 200 ms, n Å 5.(‘‘gaps’’) into a sinusoidal, ELF signal.
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TABLE 4. Two-Tailed, Paired t Test Analysis of the Effect of Introducing Brief, Zero Amplitude Gaps, Once Each Second, Into
the 10 mT, 60 Hz Field*

GAP Mean ODC Mean ODC ODC
interval (ms) n activity: sham activity: exposed P value activity ratio

25 7 10.1 { 2.2 15.9 { 3.7 0.001 1.6 { 0.2
50 11 12.6 { 3.9 18.4 { 6.3 0.0001 1.5 { 0.2
75 6 13.4 { 5.0 16.4 { 6.7 0.03 1.2 { 0.2
100 7 15.4 { 5.2 15.5 { 5.8 0.92 1.0 { 0.2
200 6 12.0 { 3.4 11.6 { 4.0 0.31 0.9 { 0.1

*Actual units of ODC activity for cultures exposed to the ‘‘gapped’’ fields were compared with those for the matched, sham-exposed
cultures.

in activities between sham-exposed cultures and cul- the rudimentary, memory that allows the bacterium’s
swimming pattern to be appropriately modified. Essen-tures exposed to fields with Dt’s of 25 and 50 ms, but

not for cultures exposed to fields with Dt’s of 75, 100, tially, averaged measurements of concentration are
continuously made by the bacterium, which comparesand 200 ms.

The data in Figure 5 were fit by nonlinear regres- successive measurements, and responds to the differ-
ence between them. This process has been termed tem-sion techniques to the following expression, in which

Dt is the time duration (in ms) of the interruption: poral sensing.
Based on the work reported here, we suggest that

cellular detection of EM fields also employs a system[O D C] Å 1 / 1.1∗exp(0Dt/46) (2)
of memory, and that this memory functions to deter-
mine the extent of the cellular response to the EM field.

DISCUSSION Details of this proposed mechanism are described in
the following sections.Cellular Response to Electromagnetic Fields:

Temporal Sensing
The Memory TimeWe have attempted to synthesize a picture of the

biological EMF detection process that takes into ac- Results shown here and in previous work [Litov-
itz, et al., 1991] indicate that unless field amplitude orcount the approximately 0.1- and 10-sec time constants

characterized in this, and in earlier work [Litovitz et frequency is fixed over intervals (constancy times) of
about 10 s or longer, there is a reduced enhancemental., 1991]. Our thinking has been influenced by the

apparent similarities between cellular EMF detection, of ODC activity compared with that induced by a field
whose parameters remain constant in time. When eitherand the well-understood sensing mechanism of bacte-

rial chemotaxis. the amplitude or frequency was varied at intervals (con-
stancy times) of 1 s or less, no EMF-induced enhance-Chemotactic activity of motile bacteria directs

their movements toward higher concentrations of at- ment of ODC activity was observed. For intermediate
constancy times (1 s ° tc ° 10 s), the measured ODCtractants, and away from higher concentrations of re-

pellents. Detection of the concentration of a chemotac- enhancement increased between the tc ° 1 s value (no
enhancement) and the tc ¢ 10 s value (full enhance-tant molecule depends on a mechanism by which an

actively swimming bacterium utilizes memory to com- ment).
The work reported here extends and clarifies ourpare the concentrations of the molecule that are sam-

pled at different times. As with other memory systems earlier results in two ways:
(1) The elimination of time randomization at eachthe bacterial memory functions through two processes

that occur over different time scales [Koshland, 1981; switching point gave the same response as those ob-
tained with insertion of random time intervals. Thus,Segall, et al., 1982; Morimoto and Koshland, 1991].

The first process, a change in signal transduction in in our earlier experiments the critical factor was the
interval over which frequency was constant, not theresponse to the binding of chemotactant molecules to

cell surface receptors, is rapid, occurring on a time interval over which the field was coherent. Accord-
ingly, we have adopted the term ‘‘constancy time,’’scale Ç 0.04 s. The second process, a reversible, cova-

lent modification of receptors that is promoted if the rather than ‘‘coherence time,’’ to describe the funda-
mental time constant of this EMF detection process.bacterium encounters uniform concentrations of a

chemotactant, occurs more slowly, taking place over a We now use the symbol tc (previously used to denote
coherence time) to denote constancy time.periodÇ 5 s. Interplay of these two processes provides
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(2) Since essentially identical results were ob- gap exposures in which the field was switched off for
a brief interval, Dt, each second throughout EMF expo-tained when either frequency or amplitude was varied,

the constancy time phenomenon is not limited to field sure. The results of the exposure gap experiments are
compatible with the existence of an averaging time forfrequency variations. It is reasonable to expect that

variations in waveform ( which implicitly involve vari- EMF detection. Field-induced enhancement of ODC
activity was completely suppressed for Dt É 0.1 s orations in frequency content) would similarly affect

ODC response. longer, but was greatly reduced when Dt was 0.025 s.
Equation 2 suggests that the averaging process utilizesBecause the cells responded differently to a field

whose amplitude, for example, was changed at 5-s in- a ‘‘moving average’’ by which all the previous values
of the field parameters are included in the average. Thetervals versus one whose amplitude was changed at

10-s intervals, it can be inferred that each cell was able cell puts emphasis on the more recently obtained values
by ‘‘forgetting’’ past values exponentially in time. Theto remember the field characteristics for a time that

was longer than 5 s, so that it could make this compari- important time constant here is approximately 50 ms.
Thus measurements over the most recent period ofson. That the results were approximately the same for

intervals longer than 10 seconds implies that the mem- about 100 ms play the dominant role in determining
the average at any given time.ory duration was not necessarily longer than about 10 s.

These facts suggest that there is a biological memory We recognize that the results presented here are
only consistent with, but do not prove, the functioningmechanism, characterized by a time scale in the 5- to

10-s range, over which some aspect of the imposed of a memory system in the ODC response of cells
exposed to weak, 60 Hz fields. Clarification of theEM field is ‘‘sensed,’’ enabling this to be remembered

and examined for constancy. When there is a substan- memory role in EMF detection will require a detailed
knowledge of the signal transduction mechanism in-tial change in one of the field parameters (e.g., 100%

variation in amplitude at tc Å 1.0 s), the memory is volved, as has been done for bacterial chemotaxis. Fur-
thermore, it should be recognized that the averagingapparently ‘‘reset’’ in a much shorter time, and the

accumulation of sensed field information begins again. and memory times determined here are biological con-
stants for the L929/ODC system. Nonetheless, we are

The Averaging Time impressed that our two time constants are remarkably
similar to those observed in bacterial chemotaxis.In the discussion below we use the term ‘‘averag-
Whether other EMF-induced bioresponses will displaying time.’’ It should be noted that the average of a sine
similar time constants, of course, remains to be deter-wave is always zero. Thus the ‘‘averaging’’ to which
mined.we refer must be either the average of the square of the

field, of a rectified signal, or of some similar, nonlinear
aspect of the EM field. ACKNOWLEDGMENTS
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The effect of 835 MHz microwaves on the activity of ornithine decarboxylase (ODC) in L929 murine
cells was investigated at an SAR of Ç2.5 W/kg. The results depended upon the type of modulation
employed. AM frequencies of 16 Hz and 60 Hz produced a transient increase in ODC activity that
reached a peak at 8 h of exposure and returned to control levels after 24 h of exposure. In this case,
ODC was increased by a maximum of 90% relative to control levels. A 40% increase in ODC activity
was also observed after 8 h of exposure with a typical signal from a TDMA digital cellular telephone
operating in the middle of its transmission frequency range (Ç840 MHz). This signal was burst
modulated at 50 Hz, with approximately 30% duty cycle. By contrast, 8 h exposure with 835 MHz
microwaves amplitude modulated with speech produced no significant change in ODC activity. Further
investigations, with 8 h of exposure to AM microwaves, as a function of modulation frequency,
revealed that the response is frequency dependent, decreasing sharply at 6 Hz and 600 Hz. Exposure
with 835 MHz microwaves, frequency modulated with a 60 Hz sinusoid, yielded no significant
enhancement in ODC activity for exposure times ranging between 2 and 24 h. Similarly, exposure
with a typical signal from an AMPS analog cellular telephone, which uses a form of frequency
modulation, produced no significant enhancement in ODC activity. Exposure with 835 MHz continu-
ous wave microwaves produced no effects for exposure times between 2 and 24 h, except for a small
but statistically significant enhancement in ODC activity after 6 h of exposure. Comparison of these
results suggests that effects are much more robust when the modulation causes low-frequency periodic
changes in the amplitude of the microwave carrier. Bioelectromagnetics 18:132–141, 1997.
q 1997 Wiley-Liss, Inc.
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INTRODUCTION effects that might result from exposure to such fields
must examine the role of modulation.

Because of the prevalence of cellular phone use,Particular attention has been focused recently on
part of our investigation focuses on signals of the typethe potential health effects of radio frequency (RF)
used in cellular phone communications. Cellularand microwave fields, which are used extensively in
phones may be broadly classified as analog or digitaltelecommunications. The transmission of information
depending on the modulation scheme employed. Ana-via RF or microwave signals is accomplished by
log cellular phones generally use narrow band FM,applying some form of modulation to a carrier wave,
which causes phase variations in the carrier with verywhich changes some aspect of this wave as a function
little amplitude change. The analog standard most com-of the transmitted information. Basic modulation

schemes modify the carrier wave’s amplitude, fre-
quency, or phase. However, more complex modulation

Contract Grant sponsor: Department of the Army; Contract Grant num-schemes are often used to minimize transmission errors
ber: DAMD 17-86-C-62601.

and increase bandwidth in telecommunications. For in-
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ODC Response to Modulated Microwaves 133

monly used in the United States is the advanced mobile of polyamines [Hayashi and Murakami, 1995], was
selected as the biological marker for this work. ODCphone system (AMPS). We refer to fields generated

using this standard as analog cellular fields. Digital activity has been shown to be a reliable indicator of
EMF-induced cellular response [Litovitz et al., 1991].cellular phones operate under various standards. GSM

(global system for mobile communications), the pan- Additionally, ODC is of interest because recent work
has shown that overexpression of the ODC gene inEuropean digital system, has gained wide acceptance

in Europe. DAMPS (digital AMPS) is still the most cultured cells facilitates, and in some cases causes, cell
transformation [Hibshoosh et al., 1990; Auvinen et al.,commonly used standard in the United States. DAMPS

uses a type of modulation referred to as ‘‘time division 1992; Moshier et al., 1993; Ḧoltẗa et al., 1994]. Further-
more, overexpression of ODC in transgenic mice en-multiple access’’ (TDMA), which quadruples the chan-

nel bandwidth by splitting the spectrum of each as- hances the tumor-promoting effects of PMA [Halmek-
yẗo et al., 1992]. Given these facts, it is conceivablesigned analog channel [Boucher, 1992]. Under this

scheme, cellular phones transmit encoded, digitized in- that the enhancement of ODC activity as the result of
EMF exposure is of relevance to questions of potentialformation using some form of phase or frequency mod-

ulation. Consequently, minimal or no fluctuations in health risk posed by ambient EM fields.
amplitude occur when using this basic modulation
scheme. However, transmission is generally imple-
mented in burst mode, which introduces a periodic

MATERIALS AND METHODSvariation in the amplitude of the carrier. By one com-
monly used protocol, code bursts, approximately 7 ms Exposure System
in duration, are transmitted at a rate of 50 Hz. We refer
to the fields generated by cellular phones operating in All exposures were carried out using a Crawford

cell that was housed in a 37 7C, water-jacketed incuba-this fashion as digital cellular fields.
Previous investigations of biological effects from tor. The Crawford cell, designed for operation between

DC and 1,000 MHz (model CC110-SPEC; Instrumentsexposure to RF and microwave fields include a large
number of both animal and in vitro studies. Included for Industry, Farmingdale, NY), was mounted verti-

cally on a rotary table. This arrangement allowed easyin the latter category are a number of experiments sug-
gesting that, at SARs õ5 W/kg, cellular effects occur access to both sample chambers, located at either side

of the center conductor, through doors installed on op-primarily from exposure to microwaves that are ampli-
tude modulated or pulse modulated at ELF frequencies. posite sides of the Crawford cell. A Hewlett Packard

signal generator, model 8657B with RF plug-inReported effects include changes in calcium ion efflux
[Bawin et al., 1975; Blackman et al., 1979, 1985; Dutta 83522A, was used as the microwave signal source.

Amplitude and frequency modulation were ac-et al., 1984, 1989], changes in enzymatic activity [Byus
et al., 1984, 1988; Litovitz et al., 1993], and induction complished by using the built-in AM and FM inputs

of the signal generator. A function generator (TENMAof cellular transformations [Balcer-Kubiczek and Har-
rison, 1985, 1989, 1991; Czerska et al., 1992]. Some model 72-380; MCM Electronics, Centerville, OH)

was used as the signal source for sinusoidal modula-effects in in vitro preparations have also been observed
with CW microwaves [Cleary et al., 1990; Krause et tion. Modulation with speech was implemented by us-

ing the signal available at the speaker output of a radioal., 1991; Saffer and Profenno, 1992; Garaj-Vrhovac
et al., 1992]. However, all the latter studies used SARs receiver tuned to a station broadcasting speech. Square

wave modulation was implemented with a Hewlettgreater than or equal to 10 W/kg. The evidence seems
to indicate that modulation plays an important role Packard 8403A modulator to control a Hewlett Packard

8730B PIN modulator. Exposure with the cellular tele-in eliciting a biological response, particularly when
exposing with weak (õ5 W/kg) microwaves. phone signals was accomplished by using a hands-free

adapter to couple the output from the telephone antennaIn the work reported herein, we investigated the
biological response of L929 murine fibroblasts to ELF- to a coaxial line. The telephone was powered by a DC

power supply (Hewlett Packard 6267B) to allow long-modulated and CW 835 MHz microwave fields. The
835 MHz frequency was chosen because it is within term operation. The modulated microwave signals

(from the signal generator or the cellular telephones)the range currently used in many wireless personal
communication applications in North America and is were amplified to the required power level by using a

10 W solid-state microwave amplifier (modeltherefore of practical relevance. Various modulation
methods were examined, including sinusoidal AM and 10W1000; Amplifier Research, Souderton, PA). A

double stub tuner was used to match the impedance ofFM, speech AM, analog cellular, and digital cellular.
The specific activity of ornithine decarboxylase (ODC), the loaded Crawford cell.

All amplitude modulation experiments were car-which performs a rate-limiting step in the synthesis
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approximately 7 ms with a uniform repetition rate of
50 Hz. By contrast, the output signal from the analog
phone was found to be constant (i.e., no amplitude
modulation).

For each exposure, four 25 cm2 flasks of L929
cells were used. The flasks, each containing 5 ml of
culture medium, were placed as pairs, end to end, on
either side of the center conductor (Fig. 1). This con-
figuration ensured overall symmetry, if not complete
uniformity, of the electric field distribution within the
samples. The SAR distribution for this exposure ar-
rangement has been previously reported [Litovitz et
al., 1993]. To determine this distribution, measure-
ments were made on two flasks located at one side of
the center conductor. Because of symmetry, the SAR
distribution within the other two flasks was assumed
to be similar. The experimental SAR is specified as a
simple average of the set of measurements within the
two flasks, which were taken on a grid of 48 points
within each flask. All experiments reported here were

Fig. 1. Detail of the exposure chamber showing placement of conducted with an input power of 0.96 W, which
the sample flasks. For ease of visualization, a section of the yielded an average SAR of 2.5 W/kg. The SAR distri-
Crawford cell has been cut out and the center conductor is

bution corresponding to this average SAR is shown innot shown. The samples are placed on nonconducting shelves
Figure 2. This SAR produced no measurable tempera-located at a height of approximately 7 cm from the junction

between the center rectangular section of the exposure cham- ture increase within the samples.
ber and the lower tapered end. In this exposure arrangement, The average electric field within the sample can
the electric field is perpendicular to the direction of wave propa- be calculated from the average SAR by using the equa-
gation, which is parallel to the long axis of the exposure cham-

tion SAR Å (s/r)ÉEÉ2 [NCRP report No. 67, 1981],ber. The orientation of the electric field is shown in the inset in
relation to the position of a sample flask.

ried out with a modulation index of 0.23, calculated
by using the relation Pt Å Pc (1 / m2/2), where Pt

is the microwave power with modulation, Pc is the
microwave power without modulation, and m is the
modulation index. When using speech as the modulat-
ing signal, Pt was set to the value needed for m Å 0.23,
on average. All frequency modulation experiments
were carried out with the frequency deviation set to
approximately{60 kHz (3 mV signal at the FM input).
The square wave modulation experiments were con-
ducted at 50% duty cycle (i.e., the carrier amplitude
was zero for 50% of the time during each cycle).

Experiments with cellular telephone signals were Fig. 2. SAR distribution measured inside the left front flask (see
Fig. 1) over the 50 1 50 mm cell growth region located at theconducted using a Motorola Micro TAC Lite analog
bottom of the flask. X and Y axis displacements are measuredcellular telephone and a Motorola Digital Cellular Per-
relative to the left front corner of the square region at the basesonal Communicator. The test signal was generated by
of the flask. The region of maximal SAR is skewed towards the

placing the phone in test mode, selecting a transmission right back corner of the flask. The SAR decreases by as much
channel in the middle of the available range (approxi- as 25% of maximum across the width of the flask and by as

much as 75% of maximum across the length of the flask. Amately 840 MHz), selecting the transmission mode
somewhat similar distribution was measured inside the left rear(AMPS for analog or TDMA for digital), and enabling
flask. In this case, the region of maximal SAR is skewed towardscontinuous transmission of a pseudorandom test se-
the front right corner of the flask. In the rear flask, the SAR

quence. Examination of the output signal from the digi- decreases by as much as 25% across both the width and the
tal phone with a diode detector and oscilloscope re- length of the flask. In both flasks, the regions of maximal SAR

are located towards the junction between flasks.vealed that transmission was executed in bursts lasting
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where s and r are, respectively, the conductivity and and centrifuged again for 5 min at 200g. After removal
of the supernatant, the cell pellets were dried by brieflythe density of the aqueous sample. For an SAR of

2.5 W/kg with s Å 1.5 S/m and r Å 1 g/cm3, the E- placing the inverted centrifuge tubes onto absorbent
paper. These pellets were stored at 075 7C until assayfield is on the order of 0.6 V/cm. The field inside the

Crawford cell can be calculated by using the relation (typically for 3–4 days).
E Å (PZo/d2)1/2, where P is the input power, Zo Å 50V

ODC Assayis the characteristic impedance of the Crawford cell,
and d Å 7 cm is the distance between the center con- ODC activity was determined through minor

modifications of the method of Seely and Pegg [1983],ductor and the outer plate. For P Å 0.96 W, the electric
field within the Crawford cell is on the order of 1 V/cm as previously reported [Litovitz et al., 1991]. Units of

ODC activity were expressed as pmol 14CO2 generated/[correction of our previous calculation of 0.7 V/cm,
Litovitz et al., 1993]. The computations of the electric 30 min/mg protein at 37 7C. Protein analysis was per-

formed with the Bradford method by using a BioRadfield, both inside the Crawford cell and within the aque-
ous samples, yield values of the same order of magni- kit (BioRad Laboratories, Melville, NY). Each cell pel-

let was lysed in 140 ml of lysis buffer and centrifugedtude. This suggests that the SAR measurements are a
reasonably good indicator of the electric field in the for 5 min at 13,000 rpm. One hundred microliters of

the supernatant from each sample was added separatelyaqueous interface at the base of the flask, where the
tangential components of the electric field must be con- to 150 ml aliquots of the 14C-labeled reaction mixture.

14CO2 generated by ODC activity from each sampletinuous.
was absorbed with 100 ml of 1.0 N NaOH. The reaction

Cell Culture Preparation was allowed to proceed for 1 h with the samples placed
in a shaker water bath at 37 7C. At the end of thisActively growing cultures of the murine L929

fibroblast cell line were maintained in Eagle’s mini- period, 400 ml of 20% trichloroacetic acid (TCA) was
added to each sample to terminate the enzymatic reac-mum essential medium, supplemented as previously

reported [Litovitz et al., 1991]. Cell cultures to be used tions. To measure the 14C activity, each NaOH sample
was transferred to a scintillation vial containing 7 mlfor exposures were initiated approximately 20 h prior

to an experiment at a density (3 1 106 cells in 5 ml of of acetic acid and 10 ml of fluor. After 2 h, samples
were counted in a scintillation counter. Backgroundculture medium per 25 cm2 flask) to produce midlogar-

ithmic phase growth by the time of use. Prior to expo- activity was determined by the use of samples in which
ODC activity was eliminated by acid denaturationsure, cells were kept at 37 7C in a 95% air/5% CO2

atmosphere. Microwave exposures were conducted with TCA.
without CO2 flow; flasks were sealed for the duration
of exposure. Experiments were conducted over approx-

RESULTS
imately a 3 year period. To ensure uniformity of the
cell cultures during this time, we maintained multiple ODC activity is an effective marker for EM field-

induced effects, provided that variations in ODC activ-ampules of our original L929 cell stocks in liquid nitro-
gen. New cultures were started from these frozen stocks ity displayed by cell cultures established at different

times are accounted for. To allow comparisons of re-approximately every 6 months.
sults obtained on different days, we express our data

Field Exposure Protocol as an ‘‘ODC activity ratio,’’ obtained by dividing the
mean activity of EMF-exposed samples from a givenFor each experimental run, four flasks of cells

were placed into the Crawford cell for microwave ex- run by that of matched control samples. The validity
of this approach was demonstrated in our previouslyposure. An incubator shelf, cut to form a platform

around the Crawford cell, provided for positioning of published work [Litovitz et al., 1993, 1994]. Because
some scientists are uncomfortable with the use of suchfour control flasks within the same incubator chamber

and at the same height as the flasks within the Crawford ratios, the results of this work are also expressed in
terms of the mean and standard deviation of the mea-cell. Exposure times ranged between 2 and 24 h. Imme-

diately after exposure, the cells in each flask were sured ODC activity for each exposure condition (see
Tables 1–8). The standard deviation of the mean ODCwashed twice with 3 ml of ice-cold phosphate-buffered

saline (PBS) and were then collected by gentle scraping activity data reflects the day-to-day variations in this
parameter. Because these variations were often large,in an additional 3 ml of PBS. To provide sufficient

protein for the ODC assay, cells were pooled to provide the analysis to determine whether the mean difference
between exposed and control samples was statisticallyone exposed and one control sample from each experi-

mental run. Cells were pelleted for 5 min at 200g, and significant was performed on paired observations by
using a standard two-tailed t test. The two-tailed testthe resultant cell pellet was resuspended in 1 ml PBS
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was selected because there is no a priori knowledge of of exposure. The peak field-induced ODC activity ra-
tios were 1.5 for 16 Hz AM and 1.9 for 60 Hz AM.the direction of the differences between exposed and

control samples.
Dependence on frequency. Having determined that anBecause of the large number of experiments per-
exposure time of 8 h produced a peak in the ODCformed and exposure conditions examined, the tabu-
response at two AM frequencies, we examined the vari-lated data summarize separately the results for each
ation of the response for this exposure time as a func-exposure condition. Included in the tables are the mean
tion of frequency in the range of 6–600 Hz. Table 4ODC activities of the control and exposed samples, the
shows the results of these experiments. StatisticallyP value of the two-tailed t test, and the mean activity
significant enhancements of ODC activity were ob-ratio. It should be stressed that the ODC activity ratio
tained at frequencies in the range between 16 Hz andis not the ratio of mean E over mean C but rather the
65 Hz, whereas no significant effects were obtained atratio of the mean activity of EMF-exposed samples
either 6 Hz or 600 Hz. The field-induced responseover that of matched control samples.
peaked in the 60 Hz range, at which the ODC activity
ratio approximately doubled. Because no experimentalExposure With CW Microwaves
points were obtained between 65 Hz and 600 Hz, these

We have previously reported that 8 h of exposure results provide only a general idea of the variation of
with CW microwaves (835 MHz, 8 h, 2.5 W/kg) the frequency response.
yielded no measurable changes in ODC activity [Lito-
vitz et al., 1993]. Because AM-induced biological ef- Dependence on coherence. We previously demon-
fects were shown to be transient, we decided that a strated that the enhancement of ODC activity by AM
more complete time course of CW exposure should be microwaves requires a minimum coherence time of
examined. To this end, experiments were carried out the modulating signal [Litovitz et al., 1993]. Optimal
with 835 MHz CW microwaves for exposure times in enhancement was obtained when the coherence time
the range of 2 to 24 h. Table 1 shows the results of was 10 s or greater, whereas no enhancement resulted
these experiments. Exposures of 2, 4, 8, 12, 16, and when the coherence time was 1 s or less. A case of
24 h yielded no measurable effects and confirmed pre- some practical interest is that of RF or microwave
vious results. However, a statistically significant effect signals amplitude modulated with speech. Because the
was obtained after 6 h of exposure, which yielded an coherence time of speech is less than 1 s, we predicted,
ODC activity ratio of 1.3. based on our earlier work, that no effect on ODC activ-

ity would be elicited by exposure to such signals. The
Exposure With AM Microwave Fields experimental data confirmed this prediction (see Table

8). Eight hour exposures with microwaves amplitudeThe ODC response of L929 cells exposed to AM,
modulated with speech yielded no statistically signifi-835 MHz microwaves was examined as a function of
cant effects as measured using a paired t test. Whereasexposure time (2–24 h) at two frequencies, 16 Hz and
the coherence time is an accurate predictor of the bio-60 Hz, and as a function of frequency in the range of
logical response in some cases, further research, to be6–600 Hz for the exposure time that produced the most
reported elsewhere, has led us to conclude that therobust response in the time course experiments (8 h).
ability of an electromagnetic field to induce biologicalIn all cases, the modulation amplitude was adjusted to
effects is best characterized in terms of a ‘‘constancy’’give a modulation index of 23%.
interval, defined as the time interval over which the
field parameters (e.g., amplitude, frequency) remainDependence on time. Exposure with either 16 Hz or
constant.60 Hz AM microwaves produced a transient enhance-

ment in ODC activity that peaked after 8 h and returned
Exposure With FM Microwave Fieldsto control levels by 24 h of continuous exposure. Table

2 shows the results of exposure with 16 Hz AM micro- The effects of frequency modulation with a 60
Hz sinusoid were examined as a function of exposurewaves. Continuous 6 and 8 h exposures of cells pro-

duced enhancements in ODC activity that were statisti- time in the range of 2–24 h. The modulation frequency,
vm, and exposure times were selected to allow directcally significant relative to control levels. The other

exposure times tested did not induce statistically sig- comparison to similar experiments using amplitude
modulation. The maximum deviation, Dv, of the FMnificant changes in ODC activity. Table 3 shows the

results of exposure with 60 Hz AM microwaves. Statis- signal was set to 60 kHz to correspond approximately
to the maximum deviation of commercial FM (75 kHz).tically significant effects were observed after 6, 8, 12,

and 16 hours of continuous exposure, but no statisti- The corresponding modulation index, b Å Dv/vm, was
on the order of 1,000, which defines this signal ascally significant effects were seen after 2, 4, and 24 h
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wideband FM. Table 5 summarizes the results of expo- cally significant enhancements in ODC activity for 6,
8, and 10 h of exposure. The other two exposure timessure with FM microwaves. No statistically significant

changes in ODC activity were induced by exposure of tested, 4 and 16 h, produced no statistically significant
enhancement in ODC activity (Table 7). The squarecultures to this signal.
wave modulated signal was tested only after 8 h of

Exposure With Cellular Phone-Type Signals exposure, yielding results similar to those for the corre-
sponding condition with the digital cellular phoneThe results of the AM and FM experiments de-
signal.scribed above suggest that biological effects can be

Table 8 and Fig. 3 summarize the results of 8 hinduced when the modulation causes periodic changes
exposures with the various signals tested. We note fromin the amplitude of the carrier, as is the case in sinusoi-
this table that, in all cases tested with this exposuredal AM. FM, which causes changes in phase but mini-
time, exposures with modulated microwaves producedmal changes in amplitude, appears to produce no mea-
statistically significant enhancements in ODC activitysurable effect. A situation of practical interest is that
only when the modulation introduced low-frequencyof cellular phone transmissions. If amplitude modula-
periodic changes in the amplitude of the carrier.tion of the carrier is a significant factor in determining

a biological response, then the extent to which cellular
phones can induce a response would depend on DISCUSSION
whether the modulation schemes used for transmission

The ODC activity of L929 fibroblasts was tran-impart a periodic ELF modulation component onto the
siently enhanced by exposure to some, but not all, ofcarrier. Digital phones, which operate in burst mode,
the modulated 835 MHz microwave fields we exam-have periodic fluctuations of the carrier amplitude in
ined. Exposure to an unmodulated, CW field also pro-the ELF range. Analog phones, which do not operate in
duced a response. These results are consistent withburst mode, have relatively constant carrier amplitude
other reports that demonstrate enhanced ODC activity(assuming no changes in reception between the cellular
after EMF exposure. EMF-induced changes in ODCphone and the nearest cell). A series of exposures was
activity have been documented for cultured cells ex-conducted to determine whether either of these cellular
posed to 60 Hz electric or magnetic fields [Byus et al.,phone signals produce enhancement of ODC activity
1987; Litovitz et al., 1991, 1994; Mullins et al., 1993],in exposed cells.
for chicken embryos exposed to 60 Hz magnetic fieldsExposures were carried out with both the analog
[Farrel et al., 1993], and for cultured cells exposed toand the digital cellular fields and also with an 835 MHz
amplitude-modulated microwave fields [Byus et al.,carrier amplitude modulated with a 50 Hz square wave.
1988; Litovitz et al., 1993]. Thus, ODC activity appearsThis latter condition was intended to simulate the low-
to provide a consistent and reliable measure of cellularfrequency burst modulation of the digital cellular field.
response to both ELF and RF EM fields. As such, itExposures with the analog cellular field produced no
represents one of the few replicated examples of astatistically significant enhancement in ODC activity
bioeffect being induced by a weak electromagneticfor exposure times between 4 and 10 h (Table 6). Expo-
field.sures with the digital cellular field produced statisti-

Microwave-Induced ODC Response:
The Role of Modulation

Whether a given microwave field induces an
ODC response seems to be dependent upon the modu-
lation scheme employed. Enhancements in ODC activ-
ity were observed for L929 cells exposed to 835 MHz
fields that were amplitude modulated with sinusoidal
16 and 60 Hz signals or with a 50 Hz square wave
signal. Use of digital cellular signals burst modulated
at 50 Hz, which produces a pattern of amplitude modu-
lation very similar to that of the 50 Hz square wave,
also induced increases in ODC activity.

In contrast to these results, neither the 60 Hz
sinusoidal frequency-modulated 835 MHz carrier nor
the frequency-modulated microwave field produced by
analog cellular telephones induced an ODC responseFig. 3. ODC activity ratios for L929 murine cells exposed for 8

h with 835 MHz microwaves modulated by various methods. in L929 cells. These frequency-modulation schemes
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TABLE 1. Results of Exposures With 835 MHz Continuous Wave Microwaves. The Mean E
and Mean C Values Are the Average ODC Activities and Corresponding Standard Deviations,
Expressed in Terms of pmol 14CO2 Generated/30 Min/mg Protein, of the N Exposed (E) and N
Control (C) Samples of Each Exposure Condition. The P Value Is the Probability That the
Observed Differences Between Control and Exposed Samples in Each Set of N Paired
Observations Is Due to Chance. The ODC Activity Ratio Is the Mean Value of the Ratios of
the ODC Activity in Exposed Samples to That of Corresponding Control Samples, Computed
from N Paired Observations of Each Exposure Condition. The ODC Activity Ratio is Not the
Ratio of Mean E Over Mean C

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 5 13.8 { 6.3 12.9 { 6.4 ú0.52 0.9 { 0.2
4 6 9.2 { 6.1 8.7 { 5.2 ú0.69 1.0 { 0.2
6 11 13.3 { 12.2 16.5 { 13.7 õ0.004 1.3 { 0.2
8 16 16.8 { 13.8 15.9 { 15.2 ú0.41 0.9 { 0.2

12 8 8.9 { 1.7 8.3 { 2.2 ú0.34 0.9 { 0.2
16 10 5.3 { 4.1 4.8 { 3.3 ú0.32 1.0 { 0.3
24 9 5.4 { 2.3 5.0 { 2.2 ú0.32 0.9 { 0.2

TABLE 2. Results of Exposures With 835 MHz Microwaves Amplitude Modulated (23%) With
16 Hz Sinusoids. Column Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 7 12.1 { 4.1 11.5 { 4.2 ú0.77 1.0 { 0.3
4 7 12.0 { 7.9 13.2 { 10.0 ú0.38 1.1 { 0.3
6 13 14.2 { 18.9 15.8 { 20.3 õ0.045 1.2 { 0.3
8 11 9.9 { 8.5 13.6 { 11.8 õ0.012 1.5 { 0.3

12 6 12.8 { 7.4 10.5 { 6.1 ú0.17 0.8 { 0.2
16 7 6.7 { 3.7 7.2 { 4.0 ú0.49 1.1 { 0.3
24 9 10.3 { 11.2 10.3 { 9.2 ú0.97 1.1 { 0.1

TABLE 3. Results of Exposure With 835 MHz Microwaves Amplitude Modulated (23%) With
60 Hz Sinusoids. Column Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 8 8.4 { 3.4 9.8 { 4.6 ú0.15 1.2 { 0.3
4 9 16.3 { 12.8 16.1 { 10.9 ú0.91 1.1 { 0.5
6 13 7.2 { 4.0 11.6 { 5.3 õ0.0001 1.7 { 0.4
8 22 24.0 { 32.7 40.0 { 47.2 õ0.0001 1.9 { 0.4

12 9 7.4 { 3.4 11.1 { 4.9 õ0.0017 1.5 { 0.3
16 9 7.6 { 2.0 9.5 { 2.6 õ0.0058 1.3 { 0.2
24 9 7.4 { 2.4 6.7 { 2.3 ú0.13 0.9 { 0.2

TABLE 4. Results of Exposure With 835 MHz Microwaves Amplitude Modulated (23%) With
6-600 Hz Sinusoids. Column Headings Are as Defined in Table 1

Freq ODC activity
(Hz) N Mean C Mean E P ratio

6 7 7.1 { 5.0 6.6 { 3.1 ú0.61 1.1 { 0.2
16 11 9.9 { 8.5 13.6 { 11.8 õ0.012 1.5 { 0.3
55 6 10.4 { 4.8 18.5 { 6.7 õ0.009 1.9 { 0.5
60 22 24.0 { 32.7 40.0 { 47.2 õ0.0001 1.9 { 0.4
65 6 10.0 { 1.9 20.5 { 4.7 õ0.0011 2.1 { 0.4

600 7 7.8 { 5.3 9.4 { 8.7 ú0.37 1.3 { 0.5
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TABLE 5. Results of Exposure With 835 MHz Microwaves Frequency Modulated (60 kHz
Deviation) With 60 Hz Sinusoids. Column Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

2 9 35.9 { 14.2 36.8 { 14.5 ú0.72 1.0 { 0.1
4 6 17.7 { 9.8 17.5 { 7.7 ú0.84 1.0 { 0.1
6 8 22.0 { 11.5 20.7 { 11.5 ú0.28 0.9 { 0.1
8 7 18.9 { 7.2 18.4 { 7.7 ú0.69 1.0 { 0.2

12 6 13.0 { 4.3 12.5 { 2.9 ú0.51 1.0 { 0.1
16 7 12.4 { 5.8 10.7 { 5.6 ú0.29 0.9 { 0.2

TABLE 6. Results of Exposures With an AMPS Analog Cellular Phone Signal. Column
Headings Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

4 6 28.9 { 8.2 28.6 { 8.6 ú0.86 1.0 { 0.1
6 6 33.4 { 7.3 34.2 { 11.7 ú0.74 1.0 { 0.1
8 6 17.5 { 6.9 15.8 { 6.7 ú0.06 0.9 { 0.1

10 6 33.9 { 23.1 27.7 { 16.1 ú0.11 0.9 { 0.2

TABLE 7. Results of Exposure With a DAMPS Digital Cellular Phone Signal. Column Headings
Are as Defined in Table 1

Exp time ODC activity
(hrs) N Mean C Mean E P ratio

4 11 36.3 { 20.1 40.0 { 19.4 ú0.07 1.2 { 0.2
6 12 24.6 { 12.5 29.1 { 13.3 õ0.0085 1.2 { 0.2
8 9 26.6 { 11.3 35.6 { 13.4 õ0.0002 1.4 { 0.2

10 8 27.0 { 8.8 31.4 { 10.1 õ0.0008 1.2 { 0.1
16 3 8.9 { 7.3 9.0 { 5.9 ú0.97 1.1 { 0.1

TABLE 8. Results of 8 Hour Exposures to 835 MHz Microwaves Modulated by Various
Methods. Column Headings Are as Defined in Table 1

ODC activity
Modulation type N Mean C Mean E P ratio

FM 60 Hz 7 18.9 { 7.2 18.4 { 7.7 ú0.69 1.0 { 0.2
AM speech 7 14.6 { 11.7 14.1 { 9.3 ú0.69 1.0 { 0.1
AM 60 Hz 22 24.0 { 32.7 40.0 { 47.2 õ0.0001 1.9 { 0.4
Sq wave 50 Hz 8 25.9 { 6.6 36.4 { 9.5 õ0.0004 1.4 { 0.2
Digital cellular 9 26.6 { 11.3 35.6 { 13.4 õ0.0002 1.4 { 0.2
Analog cellular 6 17.5 { 6.9 15.8 { 6.7 ú0.06 0.9 { 0.1

produce no measurable changes in carrier amplitude. common to both signals. Thus, it appears that the cells
did not respond to the very-high-frequency digitizedThe results suggest that, to induce a cellular response

through microwave exposure, the microwave field must information transmitted within the envelope of each
pulse of the cellular signal.be modulated by a method that produces periodic alter-

ations in the amplitude of the carrier wave. For exam- The data obtained by using modulated micro-
waves are all consistent with the concept that the ELFple, the fact that the square wave and digital phone

signals induced similar responses suggests that the cells amplitude modulation is critical in causing a biological
effect. However, the results of our CW experimentsresponded to the 50 Hz pulsing of the carrier amplitude

783/ 8501$$0023 02-03-97 19:08:54 bemal W: BEM



140 Penafiel et al.

present an exception. Exposure of L929 cells to the at 4 h of exposure, with a return to control values by
8 h of exposure. The 60 Hz AM microwave response835 MHz CW field produced a statistically significant

enhancement in ODC activity after 6 h of exposure. peaked at 8 h and returned to control levels after ap-
proximately 24 h. Our results, considered with thoseHowever, the time course of this response seemed un-

usual in that the increase in ODC activity was sharply of others, suggest that the responses induced by ELF
and AM microwave fields are fundamentally similardemarcated in time, with no indication of rising or

falling activity at the 4 or 8 h exposure time points. and that it is the ELF modulation frequency of the
microwave field that plays a critical role in determiningNonetheless, we believe this effect to be real, having

obtained the same result in two separate sets of experi- the characteristics of the response.
For example, the ODC responses to ELF and AMments that were conducted more than 3 years apart,

each set having independently yielded a statistically microwave fields display similar requirements for tem-
poral coherence of the stimulating field’s ELF fre-significant enhancement. How this CW effect relates

to the ODC enhancements observed in cells exposed quency. Cells exposed to an ELF magnetic field for
which the frequency was switched between 55 and 65to AM fields is not clear. The obvious distinctions are

that the enhancements induced by AM fields peaked 2 Hz at regular intervals yielded a twofold enhancement
in ODC activity only when each frequency was main-h later than those caused by the CW field and that the

most robust response, that produced by the 60 Hz AM tained over intervals ¢ 10 s throughout exposure [Li-
tovitz et al., 1991]. When the frequency was switchedfield, was significantly larger than the response pro-

duced by the CW field. at intervals ° 1 s, ODC activities remained at control
levels. This temporal requirement for frequency coher-In each instance for which a time course was

measured, the enhancement in ODC activity induced ence was also demonstrated by the fact that L929 cells
showed no enhancement of ODC activity after expo-by AM microwave exposure was transient. ODC activ-

ity peaked after 8 h of exposure and then returned to sure to ELF random noise fields of amplitude compara-
ble to that of the 60 Hz stimulating field [Litovitz etcontrol values despite continued exposure. Byus et al.

[1988] also showed the transient enhancement of ODC al., 1994]. A similar temporal coherence requirement
determines the response of L929 cells exposed to AMactivity in three different cultured cell lines exposed

to AM microwaves. Approximately 15–60% increases microwaves [Litovitz et al. 1993]. If the modulation
frequency is switched between 55 and 65 Hz at regularin ODC activity were observed after 1 h exposures to

450 MHz microwaves sinusoidally amplitude modu- intervals throughout the 8 h exposure period, the ODC
response is determined by the duration of the constantlated at 16 Hz. Under the exposure conditions used by

Byus et al., 60 Hz amplitude modulation failed to elicit frequency interval. As with the ELF studies, switching
at an interval¢ 10 s produced an approximate doublingchanges in ODC activity. However, direct comparisons

to our results are not possible, because their carrier in ODC activity, but intervals ° 1 s produced no ODC
response. This result is reinforced by the data presentedfrequency, cell lines, exposure time, and modulation

index differed from ours. For example, our data indi- herein, which demonstrate that amplitude modulation
using speech (which has a coherence time of õ1 s)cate that it is not until at least 6 h after onset of exposure

to the 60 Hz AM microwave field that a clearly discern- produced no enhancements in ODC activity. However,
in this case, the decrease in the response may also beible effect on ODC activity is observed. The longest

time that Byus et al. observed ODC activity was only attributed in part to the frequency spectral distribution
of speech. Our data show that the ODC response to4 h after onset of exposure. It is possible that, had

they waited longer, they would have observed an effect AM microwaves decreases as the modulation fre-
quency increases (Table 3). Speech is generated mostlysimilar to that observed by us when using a 60 Hz AM

exposure. Regardless, the observations of Byus et al. in the range between 50 Hz and 10 kHz, but the highest
concentration of sounds is in the range 100–600 Hzunderscore the fact that exposure to a sinusoidal, ampli-

tude-modulated microwave field can enhance ODC [Denes and Pinson, 1963]. Consequently, regardless of
other effects, a decreased response relative to 60 Hzactivity.
AM would be expected.

Microwave-Induced ODC Responses Resemble
Those Induced by ELF Fields

SUMMARY AND CONCLUSIONS
The basic response to 60 Hz AM microwaves

(i.e., a transient, approximately twofold increase in Our results indicate that amplitude-modulated mi-
crowaves at an SAR of 2.5 W/kg, corresponding to aODC activity) is similar to that observed after exposure

of cells to a 60 Hz ELF magnetic field. The major plane wave equivalent power density of approximately
1 mW/cm2, are capable of altering biological activitydistinction is that the timing of the two responses is

different. The ELF field-induced ODC response peaks in in vitro cell cultures. Frequency-modulated micro-
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An oxidative stress (OS) state is characterized by the generation of Reactive Oxygen Species (ROS) in a
biological system above its capacity to counterbalance them [1]. Exposure to OS induces the accumulation of
intracellular ROS, which in turn causes cell damage in the form of protein, lipid, and/or DNA oxidations. Such
conditions are believed to be linked to numerous diseases or simply to the ageing of tissues. However, the
controlled generation of ROS via photosensitizing drugs or photosensitizers (PS) is now widely used to treat
various tumors and other infections [2,3]. Here we present a method to track the chemical changes in a cell
after exposure to oxidative stress. OS is induced via fullerols, a custom made water soluble derivative of
fullerene (C60), under visible light illumination. Synchrotron-based Fourier Transform InfraRed Microspec-
troscopy (S-FTIRM) was used to assess the chemical makeup of single cells after OS exposure. Consequently, a
chemical fingerprint of oxidative stress was probed in this study through an increase in the bands linked with
lipid peroxidation (carbonyl ester group at 1740 cm−1) and protein phosphorylation (asymmetric phosphate
stretching at 1240 cm−1).
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1. Introduction

Reactive Oxygen Species (ROS) are important intermediates in
photo-oxidative processes. ROS include non-exhaustively, hydroxyl
radical (OH•), superoxide anion (O2• ), electronically-excited di-
oxygen, i.e. singlet oxygen (1Δg), peroxynitrite (ONOO• ) and
hydrogen peroxide (H2O2). If ROS play important roles in living
systems, both as key intermediates in physiological processes and as
strong oxidants, they are also responsible for the oxidative stress (OS)
underlying various deleterious processes. In living cells, OS occurs
when enhanced ROS generation exceeds the basal level of cellular
protective mechanisms. The cells are then damaged by oxidization of
their subcellular components, which can lead to cell apoptosis or
necrosis. In particular, elevated ROS levels in cells are associated with
the aging process [4], as well as with many pathological disease
processes [1,5]. Among various ROS involved in bio-oxidative and bio-
photo-oxidative processes, 1Δg plays a significant role. In particular,
1Δg is involved in light-induced photo-damage to the eyes and skin
[6]. 1Δg is known to be almost as reactive as atomic oxygen and to
react directly with proteins and unsaturated lipids located in the
cytosol and cell membranes to give the corresponding peroxides.
Consequently, cell apoptosis, bacterial and viral inactivation are
identified effects of 1Δg action [7,8] with higher yields than hydroxide
(OH•) or superoxide (O2• ) radicals [9].

Pristine fullerene (C60), due to its unique electronic π-system, can
generate 1Δg and other ROS in organic solvents under UV or visible
light illumination [10]. It has also been shown that the poly-
hydroxylated and highly water-soluble derivatives of C60, also
known as fullerols, are potent photosensitizers of ROS. In particular,
evidence of generation of superoxide radicals via the so-called Type I
mechanism, as well as 1Δg via an effective resonant energy transfer
(Type I photosensitization pathway) was demonstrated for fullerol
C60(OH)24 [11]. In a previous study we have shown that a custom-
synthesized fullerol (C60(OH)19(ONa)17,18H2O) can efficiently gen-
erate 1Δg in aqueous milieus under visible light illumination and also
pointed to a strong photo-toxicity of this compound towards cells [12]
and cell compounds [13].

In this work, the oxidative stress on living monkey fibroblasts was
mediated via ROS, which was photo-sensitized in the presence of the
above-mentioned fullerol C60(OH)19(ONa)17,18H2O [12]. First, the
generation of 1Δg by this water-soluble derivative of C60 via Type II
photodynamicprocesswas confirmed ina cell-freeEPRexperimentusing
a 1Δg selective substrate, 2,2,6,6-tetramethyl-4-piperidinol (TMP-OH).
Then, the OS-induced biochemical alterations in living fibroblasts were
tracked by Fourier Transform InfraRedMicrospectroscopy (FTIRM) at the

http://dx.doi.org/10.1016/j.bpc.2010.09.004
mailto:vileno@unistra.fr
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Fig. 1. (A) Reactive mechanism of TEMPOL generation (paramagnetic) resulting from
TMP-OH (diamagnetic) scavenging of 1Δg. (B) Evolution of the EPR signal of TEMPOL at
different illumination times in the process of 1Δg-photosensitization in oxygen-
saturated 500 μM of C60(OH)19(ONa)17 supplemented with 50 mM of TMP-OH.
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single cell level. To achieve the required subcellular spatial resolution, an
IR beam size smaller than the cell size itself is needed. However, existing
IRMS instruments using a conventional thermal (globar) source,
encounter a Signal-to-Noise ratio (S/N) limitation when apertures
confine the IR to an area of below 30 μm2 [14]. Hence, for single cell
imaging, the InfraRed (IR) synchrotron source delivers the entire infrared
wavelength atmuch higher brightness than a globar source [15]. For a 10
by 10 μm2 aperture, the S/N ratio is improved by a few orders of
magnitude compared to globar sources [16]. In order to account for
heterogeneities in livingmatter,we also looked for spectral anomalies for
a given functional group in a population of at least 75 cells, allowing
statistical sampling.

2. Materials and methods

2.1. Fullerol synthesis and ROS generation

The fullerol synthesis was adapted from Chiang et al. [17], based on
the oxidation of C60 under strongly acidic conditions. The synthesis
and characterization is detailed in [12]. The final stoichiometry used
here was C60(OH)19(ONa)17,18H2O. White light illumination of an
aqueous solution of fullerol leads to ROS generation. Depending on
experimental conditions, either oxygen based radicals (OH•, O2•) are
generated via charge transfer (Type I pathway) or 1Δg following a
resonant energy transfer pathway (Type II) [18]. Throughout all
experiments, a 500 μM solution of fullerol in Phosphate Buffered
Saline (PBS, pH=7.4, Sigma), saturated with oxygen gas by bubbling
for at least 30 min, was used. All solutions were prepared with
ultrapure water (18.2 MΩcm−1; Milli-Q purification system,
Millipore).

2.2. ROS detection

To confirm the generation of 1Δg, we employed Electron Paramag-
netic Resonance (EPR) in conjunction with reactive scavenging of 1Δg

with a diamagnetic substrate, 2,2,6,6-tetramethyl-4-piperidinol
(TMP-OH, Sigma). This approach, introduced firstly by Lion et al.
[19], is now customarily considered as a highly specific technique for
the detection of 1Δg in aqueous media [20]. The formation of a stable
paramagnetic N-oxyl radical, 4-hydroxy-2,2,6,6,-tetramethyl-piperi-
dineN-oxyl (TEMPOL) ismonitored by EPR, resulting from the attack of
1Δg on TMP-OH. The unpaired electron in TEMPOL is primarily located
in the π-orbital of the nitrogen 14N atom,whichhas a nuclear spin I=1.
This gives rise to a characteristic EPR spectrum consisting of three
equidistant and approximately equi-intense hyperfine features
(AN=1.69 mT, g=2.0066, ΔHpp=0.158 mT). The EPR reactive scav-
enging of 1Δg is summarized in Fig. 1A. The aqueous PBS solution
(pH~7.4) containing 500 μM of fullerol was supplemented with TMP-
OH at 50 mM. Prior to the EPR measurements, the oxygen saturated
solutions were directly transferred into thin quartz capillaries (0.6/
0.87 mm inner/outer diameter, with a sample height of 25 mm,
VitroCom, NJ, USA) and sealed on both ends with Cha-Seal™ tube
sealing compound (Medex International, Inc., USA). Solutions were
then exposed to illumination with the white light from a spot light
source (150 W halogen lamp, Model 6000, Intralux, Switzerland).
Immediately after exposure to visible light, the sample-holding
capillaries were transferred into the EPR cavity of the EPR spectrom-
eter (Model ESP300E from Bruker BioSpin GmbH). All the EPR
experiments were carried out at room temperature. EPR spectra
were acquired in a conventional field-swept mode. Routinely, for each
experimental point, ten-scan field-swept EPR spectra were recorded.
The typical instrumental settings were: microwave frequency
9.38 GHz, microwave power 2.0 mW, sweep width 100 G, modulation
frequency 100 kHz, modulation amplitude 1 G, receiver gain 1×105,
time constant 20.48 ms, conversion time 40.96 ms, and time per single
scan 41.9 s.
2.3. Cell culture

The monkey Fibroblast cell line COS-7 was cultured in Dulbecco's
Modified Eagle Medium (DMEM, pH 7.4, Sigma) supplemented with
10% Fetal Calf Serum and 2 mM L-Glutamine. Cells were grown at
37 °C, 95% air/5% CO2, on non-coated calcium fluoride (CaF2) windows
(13 mm diameter, 1 mm thickness, Crystran, UK) using an identical
number of passages. CaF2 is known to be non toxic to cells and fully
transparent in the relevant IR range between 1000 and 4000 cm−1. A
density of 25,000–30,000 cells per window was deposited, and used
for experiment before they reached confluent state (days 2–3), thus
single cells were still distinguishable [21].

2.4. Protocol of cell irradiations

The cell—covered CaF2—windows were removed from the culture
medium, rinsed in PBS, placed in the photosensitizing solution (i.e.
PBS supplemented by 500 μM C60(OH)19(ONa)17), and then illumi-
nated for three different exposure times (10, 20 and 30 min). Special
care was taken not to heat the sample by the light source (Halogen
Philips, 150 W). After exposure, the photosensitizing solution was
removed, the cells were rinsed in PBS, incubated for 30 min in DMEM,
rinsed again with PBS and left to dry at 4 °C under a soft air flow. Once
fully dried, the windows were carefully re-washed with distilled
water in order to remove PBS salt crystals on thewindow surface, fully
dried again and kept at 4 °C until S–FTIRM experiments [22–24].

A Trypan Blue (TB, Sigma Aldrich) assay was used to probe the
viability of the cells upon OS. TB is negatively charged and typically
does not penetrate a cell unless its membrane is damaged.
Consequently, all cells including this dye and thus having a blue
stained cytoplasm are dead. Inversely all viable cells exclude the dye
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and have a clear cytoplasm. Noteworthy, the TB assay cannot
differentiate between a necrotic or apoptotic cell.

2.5. Synchrotron infrared microspectroscopy

Synchrotron-based Fourier Transform Infrared Microspectroscopy
(S-FTIRM) measurements were performed on dried cells prepared as
described previously. The S-FTIRM set-up [14] consists of a Thermo
Nicolet Continum IR microscope coupled to a Thermo Nicolet Magna
860 FTIR (Thermo Nicolet Instrument, Madison, WI). An automated
X–Y mapping stage allowed sample scanning with a step accuracy of
1 μm. The IR beam, with an aperture of 7×7 to 10×10 μm2, was
positioned on the center of a single flat cell chosen by conventional
optical microscopy. Spectra were collected in transmission mode, at a
spectral resolution of 4 cm−1, and 128 to 256 scans were co-added to
enhance the S/N ratio. Prior to each experiment, a background
spectrumwas taken at a clean cell-free place on the CaF2 window and
subtracted from the one with the sample. Data were analyzed using
Omnic 7.4 (Thermo Fisher Scientific Inc), and Transform (Fortner
Software). Few bad pixels were removed and replaced either by the
mean value of their neighbor's pixel (e.g. for odd absorbance values)
or set to zero (for negative values). It is worth noting that despite the
high brightness of the IR source, the total energy delivered to a sample
for an aperture of 10 by 10 μm2 is less than 5 mW [25]. The local rise of
temperature under IR synchrotron irradiation has been determined to
be lower than 1° [26]. Therefore, we assumed that heating had no
effect on our experiment.

3. Results

3.1. Kinetics of ROS-generation by C60(OH)19(ONa)17

The EPR measurements confirmed the photosensitization of 1Δg in
PBS buffered H2O solutions in the presence of fullerol C60(OH)19
(ONa)17,18 H2O. The typical EPR results on reactive scavenging of 1Δg

are shown in Fig. 1B. As shown in the inset, the observed EPR spectra
are 1:1:1 triplets, indicative of TEMPOL, the paramagnetic product of
the 1Δg attack on TMP-OH. The amplitude of the characteristic EPR
signal of TEMPOL increased linearly until 20 min of illumination,
pointing to a marked process of 1Δg-formation via Type II energy
transfer from the light-excited triplet states of fullerols to the ground
state triplets of dioxygen molecules.

3.2. Cell viability under photo-oxidative stress

As a preliminary study, a cell viability test was performed using a
Trypan Blue dye exclusion assay. Cells were incubated after different
exposure times to OS in solutions of 0.01% TB in PBS. The buffer was
then exchanged with pure PBS and cells were dried as described
above. A significant increase of TB stained cells was observed after
only 5 minutes of exposure to the combined effects of light and
fullerol. The percentage of dead cells increased above 75% after 20 min
of OS exposure. Control experiments suggested that neither the lone
presence of the photosensitizer in the dark, nor the visible light
illumination in the absence of PS, had a detectable effect on cell
viability (TB stained cells b4%).

3.3. Spectral IR signature

As individual biochemical components have their specific vibra-
tional fingerprints (see reference [27]), the various organic molecules
present in a single cell shape an S–FTIRM spectrum with complex
overlapping absorption bands. Hence, one band can be associatedwith
several compounds. A typical S–FTIRM spectrumof a single dried, non-
treated fibroblast is shown in Fig. 2 (top spectrum). The main spectral
features observed in the cell with their associated characteristic
functional groups were the following:

(i) The wide 3300 cm−1 band (gray arrow) originates from both
the N–H and O–H bonds present in water traces, polysacchar-
ides, carbohydrates and proteins [28].

(ii) The band in the 2995–2800 cm−1 region (green arrow) arises
from the symmetric and asymmetric stretching modes of the
carbon–hydrogen bond in methylene (CH2) and methyl (CH3)
group mainly present in lipids and protein [29].

(iii) Between 1740 and 1725 cm−1 (blue arrow) the shoulder is
attributed to the contributions of the carbonyl ester group
(NC=O) in non-hydrogen bonded and hydrogen-bonded states
respectively, found in phospholipids [30].

(iv) The two absorption bands centered around 1650 and 1545 cm−1

correspond to the intensity of Amide I (orange arrow) andAmide
II (dashed gray arrow), respectively. Amide I originate from the
C=O hydrogen bonded stretching vibrations. The Amide II peak,
is also representative of a protein-based structure, and arises
from C–N stretching and C–NH bending vibrations [31,32].

(v) The bands centered around 1235 cm−1 and 1085 cm−1

originate mainly from asymmetric phosphate (asPO2
−, red

arrow) and symmetric phosphate (sPO2
−, dotted red arrow)

stretching vibrations, respectively. They are attributed to the
phosphodiester groups of nucleic acids from DNA. These two
bands are also attributed to the C–O–P stretching modes
present in phosphorylated lipids or proteins [33].

Fig. 2 (bottom spectrum) shows a typical IR spectrum of a single
fibroblast after 30 min of exposure to oxidative stress generated by
C60(OH)19(ONa)17 following the procedure explained above. The
spectrum was acquired with the same parameters as for the control
experiment. Compared to the non-exposed fibroblast, the most
striking change is the appearance of a peak centered at 1740 cm−1

(blue arrow). Nevertheless, the absolute increase of this peak could be
due to a high number of lipid molecules and/or high lipid density in
the cell. This could be especially the case when the aliphatic chains
band (region 2995–2800 cm−1, green arrow), which is connected to
lipids, also increased. Therefore, we calculated the ratio between the
C O representative band and the lipids for NN75 cells at three different
time points T=10, 20 and 30 min. Results are shown in Fig. 3A. All
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Fig. 3. Histograms of the integrated area ratio between (A) the ester carbonyl stretching
mode (1760–1730 cm−1 region) and the aliphatic C–H stretch region (2995–2800 cm−1

region) and (B) between the phosphorylated protein peak area (asymmetric phosphate
stretching band, 1280–1180 cm−1) and the protein peak area (Amide I, 1710–1600 cm−1).
Controlswere the following: (1) no treatment. (2) 20 min in the presence of fullerols in the
dark. (3) 20 min illumination in PBSwithout PS. OS exposure: cells were illuminated in the
presence of 500 μM of C60(OH)19(ONa)17 in PBS saturated with oxygen, for different
exposure times (10, 20 and 30 min). All the values were normalized by the control (1).
Average values were calculated assuming a Gaussian distribution of our experimental
values. The error was taken as the full width at half maximum (FWHM) of the Gaussian.
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values were normalized to control (1) where the cells were not
subjected to any treatment. Controls (2) and (3) were performed
respectively in the presence of PS in the dark and after 20 min of
illumination but without PS. Even though the distribution of the
obtained values is relatively high, due to a strong heterogeneity
among cells, the ratio between carbonyl ester groups in non-hydrogen
bonded state and lipids, in each experimental group, were consistent
and almost doubled after a 20 min OS exposure.

Specific protein-phosphorylation events have been previously
demonstrated to occur during apoptosis and play an important role in
the regulationof theprogrammedcell deathmechanism[34].Hence,we
also calculated the ratio between the asymmetric phosphate stretching
region, 1280–1180 cm−1, and the Amide I peak at 1710–1600 cm−1 for
NN75 cells at three different time points T=10, 20 and 30 min (Fig. 3B).

To determine whether the differences in the means of the
presented histograms are significant, we performed a two tails
t-test comparing the control (1) with the 10, 20 and 30 min oxidative
stress statistics. The data were expressed as means and standard
errors. The obtained t values for p=0.1 or less were considered as
significant. All these data fulfilled the imposed t-test conditions.

3.4. Single cell mapping

In order to localize characteristic spectral features at higher
resolution we recorded an IR map of a single cell, by scanning the
sample. The step size was 8 μm and the aperture was set to 7 μm, the
diffraction-limited spatial resolution allowed a detailed mapping of a
single cell with a size between ten and a few tens of a micrometer.
Flat, well-spread cells were chosen by optical microscopy ensuring
that the observed variations in intensity arose mostly from local
concentration changes rather than from local thickness changes.
Different distributions of the chemical functional groups are pre-
sented in Figs. 4 and 5, for a non-treated fibroblast and for a fibroblast
cell after a maximal exposure to photo-mediated OS (30 min/500 μM
PS in oxygenated PBS solution): (A) optical image of the cell, (B)
distribution map of lipids computed from the integration of the
aliphatic C–H stretching band area (2995–2800 cm−1), (C) distribu-
tion map of proteins represented by the integration of the Amide I
band area (1710–1600 cm−1), (D) ester distribution mapped by
integration of the carbonyl ester group stretching band (1730–
1760 cm−1) and (E) asymmetric phosphate stretching represented by
the 1280–1180 cm−1 area. The protein distribution (C) for both,
treated and non-treated cells exhibited a relatively homogenous
distribution and high intensity at the cell center. This corresponded to
the thickest part of the cell where the nucleus was also present, and in
which a high protein density is found [35]. In contrast, the lipid
distribution (B) was more spread, confirming that lipids are well
distributed among the intracellular compartments, like the endoplas-
mic reticulum, the Golgi apparatus, the nuclear and cell membrane.
No significant changes in either distribution were visible between the
control and the treated cell, except that the treated cell was thicker
and gave a stronger signal.

In order to normalize such thickness differences in cells, and detect
relative changes in lipid peroxidation andprotein phosphorylation froma
non-treated to a treated cell (panelsDandE inFig. 4),wealso represented
the peak ratios: 1730–1760 cm−1 (C O) over 2995–2800 cm−1 (lipids)
and 1280–1180 cm−1 (PO2

−) over 1710–1600 cm−1 (Amide I). Both
signatures were significantly enhanced upon ROS treatment (see Fig. 5
panels D and E respectively), as it was already observed in single cell
spectra (Fig. 2, bottom).

4. Discussion and conclusion

We have shown that 1Δg is generated within the timeframe of
fullerol illumination (Fig. 1B). This allowed us to conclude that the
detected spectrum anomalies arising in the cells are largely due to the
effect of 1Δg. The most significant spectrum anomaly observed in cells
exposed to OS was an increase of the peak around 1740 cm−1, after
20 min of exposure to OS (Fig. 3A). This was already observed by
Holman et al. in dying fibroblasts, and attributed to the non-
hydrogen-bonded ester carbonyl stretching mode in phospholipids
[36]. Moreover, in previous studies this peak increase was referred to
an IR fingerprint of necrotic cells [16,35]. In our case, it can be
explained by the generation and accumulation of lipid peroxidation
end products, known as Reactive Carbonyl Compound (RCC) such as
e.g. malondialdehyde (MDA) [37] or acrolein [38]. Moreover, accord-
ing to the chemical map of the cell in Figs. 4 and 5 panel D, such
increases are predominantly located in the cell periphery, distant
from the nucleus (highlighted by a white dashed circle). Hence this
pattern can be ascribed to the increase of oxidized lipids present in the
membrane of dying cells. This feature, localized around the nucleus, is
in excellent agreement with the study performed on necrotic cells by
Dumas et al. [16].

On the other hand, the ratio between the peak partially associated
with phosphorylated proteins (asymmetric phosphate stretching
band, 1280–1180 cm−1) and the protein peak (Amide I, 1710–
1600 cm−1) integrated intensities started to increase earlier: after
only 10 min of exposure to OS (as shown in Fig. 3B). Specific protein-
phosphorylation events are known to occur during apoptosis and also
play an important role in the regulation of programmed cell death
[39,40]. Cell mapping in Panel E (Figs. 4 and 5) shows an increase in



Fig. 4. Single cellmapping of the functional group distribution for a non-treated (CTRL) fibroblast (top row) and exposed for 30 min to OS (bottom row). (A) Optical image of a single cell.
(B) Lipid distribution map associated to the aliphatic C–H stretch band (2995–2800 cm−1) (C) Protein distribution map resulting from the Amide I peak integration (1710–1600 cm−1)
(D) Asymmetric phosphate stretching distribution (1280–1180 cm−1). (E) Ester distribution map illustrated by carbonyl ester group stretch (1730–1760 cm−1). The spectra were
recorded with an aperture of 8×8 μm2 with a step size of 7 μm, a resolution of 4 cm−1. 256 scans were accumulated. The scale bar on A represents 8 μm. The concentrations of each
component scale from blue (0) to red (max).
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the phosphate contribution, spread over the whole cell, possibly
indicating that cytoskeletal proteins were targeted during this
apoptotic process. In summary, exposure to oxidative stress, and in
particular 1Δg, induces a cascade of lipid peroxidation and phosphor-
ylation reactions within the observed cells. First, protein phosphor-
ylation occurs within the cytoplasm and nucleus and later lipid
phosphorylation of membrane structures. However, attributing this
OS-induced phosphorylation to an apoptotic or necrotic reaction
remains still open. It is very likely that a combination of both
pathways exists.

Concerning the distribution in the value obtained in our
statistical sampling, it is worth noting that the cells studied after
Fig. 5. Single cell mapping of the functional group distribution for a non-treated (CTRL) fibrob
cell. (D) Ratio of the bands 1730–1760 cm−1 (C=O) and 2995–2800 cm−1 (lipids). (E) Ratio
recorded with an aperture of 8×8 μm2 with a step size of 7 μm, a resolution of 4 cm−1. 256 s
component scale from blue (0) to red (max), white corresponds to values out of range, whe
area is empty).
exposure to oxidative stress, might have been those which better
resisted the photo-mediated action. Considering the experimental
procedure, those cells with more damage had a higher likelihood to
detach from the surface and were then washed away during the
multiple rinsing steps. Therefore, they were not considered in this
study, which compromised the statistics. In conclusion, we success-
fully used FTIRM to detect small OS-mediated biochemical changes
in cells. Especially, lipid peroxidation and protein phosphorylation
have been identified as OS fingerprint. These features were
characterized by an increase of the ester (1740 cm−1) and
phosphate asymmetric stretching (1240 cm−1) related peaks
respectively.
last (top row) and exposed for 30 min to OS (bottom row). (A) Optical image of a single
of the bands 1280–1180 cm−1 (PO2

−) and 1710–1600 cm−1 (Protein). The spectra were
cans were accumulated. The scale bar on A represents 8 μm. The concentrations of each
n the ratio is diverging (obtained for a very low absorbance value i.e. when the probed

image of Fig.�5
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ELECTROMAGNETIC FIELD

b
p
l
e
l
s
o
o
t
t
c
F
m
a
T
i
(
e

s
a
t
w
t
t
r
s
a
e
u
c

K. MAAROUFI,a,b E. SAVE,a B. POUCET,a M. SAKLY,b

H. ABDELMELEKb AND L. HAD-AISSOUNIc*
aLaboratory of Neurobiology and Cognition, Unité Mixte de Recherche
155 Centre National de la Recherche Scientifique-Université de
rovence, 3 place Victor Hugo, 13331 Marseille cedex 3, France

bFaculty of Sciences of Bizerte, Laboratory of Integrative Physiology,
021 Jarzouna, Tunisia

cDevelopmental Biology Institute of Marseille-Luminy, Unité Mixte de
echerche 6216 Centre National de la Recherche Scientifique-Uni-
ersité de la Méditerranée, Campus de Luminy - Case 907, 13288
arseille cedex 9, France

Abstract—Iron surcharge may induce an oxidative stress-
based decline in several neurological functions. In addition,
electromagnetic fields (EMF) of frequencies up to about 100
kHz, emitted by electric/electronic devices, have been sug-
gested to enhance free radical production through an iron
dependent pathway. The purpose of this study was therefore
to determine a possible relationship between iron status,
exposure to EMF, and brain oxidative stress in young adult
rats. Samples were micro-dissected from prefrontal cortex,
hippocampus, striatum, and cerebellum after chronic saline
or iron overload (IO) as well as after chronic sham exposure
or exposure to a 150 kHz EMF or after combining EMF expo-
sure with IO. The brain samples were used to monitor oxida-
tive stress-induced lipid peroxidation and activity of the an-
tioxidant enzymes superoxide dismutase and catalase. While
IO did not induce any oxidative stress in young adult rats, it
stimulated antioxidant defenses in the cerebellum and pre-
frontal cortex in particular. On the contrary, EMF exposure
stimulated lipid peroxidation mainly in the cerebellum, with-
out affecting antioxidant defenses. When EMF was coapplied
with IO, lipid peroxidation was further increased as compared
to EMF alone while the increase in antioxidant defenses trig-
gered by the sole IO was abolished. These data suggest that
EMF exposure may be harmful in young adults by impairing
the antioxidant defenses directed at preventing iron-induced
oxidative stress. © 2011 IBRO. Published by Elsevier Ltd. All
rights reserved.

Key words: iron overload, electromagnetic exposure, oxida-
tive stress, rat.

Low levels of reactive forms of oxygen, including both
radical and nonradical species, are continually produced in
cells. They may serve important physiological functions
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through redox based regulation of signal transduction and
gene expression (Sen and Packer, 1996; Lander et al.,
1997; Suzuki et al., 1997). However, due to their high
reactivity, accumulation of reactive oxygen species (ROS)
may induce oxidative damage to critical molecules, such
as DNA, proteins, and lipids. If mild oxidative damage to
DNA or proteins may be repaired or reversed, oxidative
damage to polyunsaturated fatty acids may initiate a chain
reaction of peroxidation (Draper and Hadley, 1990) that
may affect membrane fluidity and permeability, and sub-
sequently cell structure, function, and viability. Due to the
pronounced effect of ROS on lipids, measure of lipid per-
oxidation is often used as a bio-marker of oxidative tissue
damage (Niki et al., 1993; Gutteridge, 1995).

ROS generation is normally controlled by a large num-
er of biological antioxidant defense systems, which act as
rotective mechanisms and reduce oxidative stress (Hal-

iwell, 1996). The superoxide anion, formed mainly by the
lectron transport chains in mitochondria through electron

eakage, is converted to hydrogen peroxide by the action of
uperoxide dismutase (SOD; EC 1.15.1.1). Hydrogen per-
xide is then degraded by catalase (CAT; EC 1. 11. 1. 6) or
ther antioxidant enzymes. However, under certain condi-
ions, for example, the presence of elevated concentra-
ions of transition metals such as iron, hydrogen peroxide
an also undergo metal ion-catalyzed cleavage by the
enton reaction to generate the toxic hydroxyl radical that
ay initiate lipid peroxidation. Lipid hydroperoxide may
lso interact with iron resulting in new peroxidation chains.
hese reactions are dependent upon the availability of free

ron, which is tightly controlled by metal-binding proteins
Gaasch et al., 2007), and may be enhanced by IO (Zecca
t al., 2004a).

Brain tissue is thought to be very sensitive to oxidative
tress. Neurons are enriched in mitochondria and possess
very high aerobic metabolism. Indeed, in resting condi-

ions, up to 20% of total oxygen may be used by the brain
hich accounts for only 2% of total body weight. Knowing

hat up to 2% of the consumed oxygen may be converted
o incompletely reduced ROS during mitochondrial respi-
ation and that this proportion increases with oxygen con-
umption, ROS production in brain may be higher than in
ny other organ. Moreover, low levels of some antioxidant
nzymes, such as SOD and CAT, high contents of poly-
nsaturated fatty acids in brain membranes, and high iron
ontent may combine their effects to make the brain a

referential target for oxidative stress-related degeneration

ts reserved.
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(Halliwell, 2006). It has been suggested that various neu-
rodegenerative disorders such as Parkinson’s disease,
Alzheimer’s disease, and amyotrophic lateral sclerosis re-
sult from the formation of ROS and oxidative stress (Fahn
nd Cohen, 1992; Benzi and Moretti, 1995; Bergeron,
995).

Several epidemiological studies suggest a link be-
ween electromagnetic field (EMF) exposure resulting from
he use of electric/electronic devices, and neurodegenera-
ive disorders (Park et al., 2005; Davanipour et al., 2007;
oosli et al., 2007; Garcia et al., 2008; Huss et al., 2009).

n addition, experiments performed to study the cellular
ffects of extremely low frequency EMF (50–60 Hz), have
hown that EMF can disturb the cellular redox balance in
itro (Lin et al., 1994; Pessina and Aldinucci, 1997, 1998;
i Loreto et al., 2009) as well as in the rat brain (Amara et
l., 2009; Akdag et al., 2010). Magnetic fields of frequen-
ies up to about 105 Hz would stabilize free radicals spe-

cies, increasing their lifetime and thus the probability of
oxidative injury (Scaiano et al., 1994; Repacholi and
Greenebaum, 1999). In accordance, higher levels of ROS,
including superoxide anion, were found in immune cells
after EMF exposure (Roy et al., 1995; Rollwitz et al., 2004).
EMF exposure was also found to induce DNA damage in
lymphocytes and brain cells through a process involving
iron and possible formation of hydroxyl radicals (Zmyslony
et al., 2000; Lai and Singh, 2004). There is also evidence
that exposure to extremely low frequency (0–300 Hz) and
radio frequency (10 MHz–300 GHz) EMF alters the blood-
brain barrier permeability (Oscar and Hawkins, 1977; Nit-
tby et al., 2008). In this context, it has been suggested that
changes in the integrity of the blood-brain barrier may
result in excess accumulation of heavy metals and in par-
ticular of iron in the brain (Castelnau et al., 1998; Thomp-
son et al., 2001), which could lead to neuronal damage.
Moreover, some studies promote the idea that the young
brain is particularly sensitive to iron excess, possibly due to
an immature iron permeability of the blood-brain barrier. It
is therefore possible that neurotoxic effects resulting from
EMF-induced iron excess in the brain would be greater in
young adult rats.

The vast majority of the studies focusing on the bio-
logical and behavioral effects of EMF have used extremely
low frequency EMF (0–300 Hz) that are generated by
power lines or radiofrequency EMF (10 MHz–300 GHz)
that are generated by wireless communications. Interme-
diate frequencies (300 Hz–10 MHz) have been poorly
studied (Litvak et al., 2002) although they result from the
operation of increasingly numerous electric/electronic de-
vices (antitheft devices, card readers, metal detectors),
household appliances (induction cook tops), and industrial
equipments (welding devices, induction heaters). In the
case of induction hotplates, users undergo prolonged and
repeated exposure to EMF that raises concerns about
potential health effects. In a previous study, we have
shown in young adult rats that a 21-day iron supplemen-
tation treatment induced a deficit in spatial memory pro-
cesses that could be correlated with modifications of the

serotoninergic system. Surprisingly, combining 150 kHz-
EMF and iron treatment restored the serotoninergic mech-
anisms affected by IO while it only attenuated the behav-
ioral effects (Maaroufi et al., 2009b), therefore suggesting
that the deficits due to IO and/or 150 kHz-EMF exposure
result from the deficiency of multiple biochemical mecha-
nisms. One of these mechanisms may involve oxidative
stress. Thus, prolonging Maaroufi et al.’s work, the present
study aims to analyze the long-term impact of IO and
combination of IO and 150 kHz-EMF in young adult rats on
oxidative stress in the brain. We measured (1) lipid peroxi-
dation, using thiobarbituric acid-reactive substances
(TBARS) assay, and (2) activity of the antioxidant enzymes
SOD and CAT following IO and concurrent IO and EMF
exposure in four different brain structures, prefrontal cor-
tex, hippocampus, striatum, and cerebellum.

EXPERIMENTAL PROCEDURES

Subjects

1 month-old male Wistar rats, purchased from a commercial sup-
plier (Janvier, Le Genest-St-Isle, France) and weighting 130–150
g (4 weeks old) served as subjects. Upon arrival, they were
housed by groups of two with food and water ad libitum and kept
in a temperature-controlled room (20�2 °C) with a 12/12 light/dark
cycle. Two groups were tested in the IO experiment: IO (n�8), and
Saline (n�8) groups; and three in the IO and EMF experiment:
EMF-exposed (EMF, n�6), EMF-exposed and IO (EMF-IO, n�6),
nd Sham exposed without iron treatment (SHAM, n�6) groups.
O and EMF exposure treatment started 1 week after arrival. After
he treatment was completed (IO and/or EMF exposure), rats were
ubmitted to several behavioral tests (reported in Maaroufi et al.,
009b). In the present study our aim was to examine the long term
ffects of such treatments on oxidative stress. For this reason,
xidative stress was measured after completion of the behavioral
ests.

Experiments were performed in accordance with the NIH
uide for the care and use of laboratory animals (NIH publication
o. 86-23, revised 1978), European guidelines (European Com-
unity Council Directive, November 2004, 1986, 86/609/EEC)
nd National guidelines (Council directive n°87848 of the Direction
es Services Vétérinaires de la Santé et de la Protection Animale
ermission n°13.24 from the Ministère de l’Agriculture et de la
êche to E.S.).

Iron overload

Rats received daily one i.p. injection of ferrous sulfate (Fe SO4

7H2O, Sigma Aldrich, France) dissolved in sodium chloride 0.9%
or vehicle (i.p.; 3 mg of FeSO4 per kg of body) during 21 consec-
tive days. As previously shown, a daily 3 mg/kg dose of iron
dministrated in adult rats during 5 days results, 16 days after
reatment, in significant iron accumulation in the hippocampus,
erebellum, and basal ganglia (Maaroufi et al., 2009a). This ac-
umulation was correlated to behavioral deficits. Based on this
esult, longer treatment using the same dose is expected to en-
ure iron accumulation in the brain.

Iron overload and EMF exposure

To generate a 150 kHz magnetic field, we used a custom-made
Helmoltz coil built by the “Centre Commun de Ressources en
Micro-ondes” (Marseille). The Helmoltz coil was conceived as two
parallel 50 cm�35 cm square-based coils, placed symmetrically
on each side of the experimental areas along a common axis. The
distance between the coils was 24 cm, calculated by approximat-

ing a circular coil of same surface (1750 cm2). Each coil was made
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up of six turns (isolated 1.5 mm2 copper wire) so that a 250 mA
lectric current was required to generate a 150 kHz, 5 A/m, and
.25 �T magnetic field. The 5 A/m strength used in the present

study corresponds to the reference exposure levels determined by
the European Council recommendation (199/519/CE) for a 150
kHz frequency. To generate the magnetic current, we used a low
frequency (LW) generator (Thurlby Thandar Instruments, Hunting-
don, UK) and an LF amplifier (150 W, 2–4 ohms, Blaupunkt,
Hildesheim, Germany) connected to the coils. Control and mea-
sure of the magnetic field was made using an F16 current probe
(Fischer Custom Communications, Torrance, CA, USA), a single
loop antenna SAS 200/560, and an oscilloscope (Agilent, Santa
Clara, CA, USA). This allowed us to check the tuning of the
generator to produce the appropriate intensity (5 A/m) at 150 kHz
and the homogeneity of the field at various points in the experi-
mental area. The field was found to vary between 5 A/m and 5.75
A/m, which is negligible.

The apparatus was placed in a 1.7 m�3.2 m, temperature-
controlled (20 °C), ventilated, dimly lit room, on a table. A 40
cm�26 cm�16 cm cage with a plexiglass cover that contained six
rats for each assay was placed in the experimental area between
the coils. Rats were exposed to 150 kHz EMF, 1 h/day (between
9 and 12 h) during 21 consecutive days. The sham-exposed
control rats were placed in the cage using the same procedure as
treated rats except that they did not receive irradiation.

Tissue sample preparation

At the end of the behavioral tests (approximately 2 months after
the end of treatment), the rats were anesthetized with sodium
pentobarbital and then decapitated. The brain was removed, rap-
idly washed with cold phosphate buffered saline, then immediately
frozen on dry ice and finally stored at �80 °C. Thick coronal slices
(2–3 mm) of various brain regions (cortex 5.16 mm–2.16 mm;
striatum 2.16 mm to �0.48 mm; hippocampus �2.52 mm to
�4.56 mm, and cerebellum �9.36 mm to �14.04 mm relative to
bregma; (Schwarz et al., 2006)) were made at �20 °C using a
cryostat (Leica CM3050). Micropunches were taken from these
different sliced brain regions.

Samples were weighed and homogenized (1/10, w/v) in cold
20 mM HEPES buffer, pH 7.2, containing 1 mM EDTA, using a
potter-Elvehjem homogenizer fitted with a pestle for microtubes.
Homogenates were then centrifuged at 1600 g for 10 min at 4 °C.
Part of the resulting supernatant (SN1) was kept at �80 °C until
used to determine protein and TBARS contents as well as total
SOD activity. The remaining part of SN1 was further centrifuged at
10,000 g for 15 min at 4 °C and supernatant (SN2) was kept at
�80 °C until used to determine CAT activity.

Protein content

Protein content was determined in SN1 by the Bradford’s method
(Bradford, 1976) using the Coomassie Protein Assay Kit (Pierce,
Rockford, IL, USA) and bovine serum albumin as standard.

Content in thiobarbituric-acid reactive substances

Lipid peroxidation was measured as TBARS by the method of
Richard et al. (1992). Briefly, samples were incubated for 1 h at
95 °C in 0.75 volume of a mixture made of two volumes 55.36 mM

Table 1. TBARS levels in different brain structures following IO as co

Cerebellum Striatum

aline 0.37�0.03 0.81�0
Iron 0.31�0.03 0.89�0
Data are means�SEM of values expressed as nmol/mg proteins and obtain
thiobarbituric acid and 1 volume 7% perchloric acid. The samples
were then chilled on ice to stop the reaction and two volumes of
butanol-1 were added to extract the TBARS. After the phases
were separated by centrifugation (1500 g, 10 min, 4 °C), the
TBARS content was determined in the butanol-1 extract using a
fluorescent plate reader (Fluoroskan Ascent FL; �ex�530 nm,
�em�590 nm). Malondialdehyde standards were included with
ach assay and TBARS contents were expressed as nmol of
alondialdehyde/mg of proteins.

SOD activity

SOD was assayed using the SOD assay kit (Cayman Europe,
Tallinn, Estonia) according to manufacturer instructions. This as-
say uses SOD’s ability to inhibit the reduction of a tetrazolium salt
by superoxide anions generated by xanthine oxidase. Formation
of the formazan product was monitored at 450 nm using a micro-
plate reader. One unit of SOD is defined as the amount of enzyme
necessary to have 50% of inhibition. SOD activity was expressed
as units/mg of proteins.

CAT activity

CAT was assayed using the CAT assay kit (Cayman Europe,
Tallinn, Estonia) according to manufacturer instructions. This as-
say utilizes the peroxidatic function of CAT for determination of
enzyme activity. Formaldehyde production from methanol in pres-
ence of optimal concentration of H2O2 was monitored at 540 nm
n a microplate reader using purpald as chromogen. CAT activity
as expressed as nmol/min/mg of proteins.

Data analysis

All results are shown as means�SEM. Student’s t-test was
used to compare the mean of Saline vs. IO groups while data
from Sham, EMF, and EMF-IO groups were analyzed using
ANOVA followed by Holm-Sidak’s test for multiple comparison
procedures.

RESULTS

Effects of iron overload

To investigate whether IO would produce oxidative dam-
age in the brain, we measured the concentrations of
TBARS as an index of oxidative stress and lipid peroxida-
tion after chronic saline or IO in four different brain struc-
tures, prefrontal cortex, hippocampus, striatum, and cere-
bellum. As shown in Table 1, IO did not increase TBARS
levels as compared to saline in any brain region.

We then searched for protective mechanisms that
could be triggered following long term chronic IO and
prevent oxidative damage. As iron toxicity is dependent
partly on hydrogen peroxide, we first looked at the ac-
tivity of antioxidant enzymes that form hydrogen perox-
ide. Total SOD activity was significantly increased in the
cerebellum after IO (P�0.01) (Fig. 1A). This increase

o saline

Hippocampus Prefrontal cortex

1.14�0.28 0.79�0.10
1.01�0.23 0.88�0.12
mpared t

.13

.24
ed from eight animals for each group.



c ight anim

K. Maaroufi et al. / Neuroscience 186 (2011) 39–4742
mainly concerned cytosolic SOD while mitochondrial

Fig. 1. Effect of IO on total (A) and cytosolic or mitochondrial (B) SO
ompared to saline. Data are means�SEM of values obtained from e
SOD was not affected (Fig. 1B). In the other brain re-

gions, a slight increase in total SOD activity was also

y in the cerebellum, striatum, hippocampus, and prefrontal cortex as
als for each group. * P�0.05; ** P�0.01.
D activit
observed but proved to be not significant (Fig. 1A).
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An increase in SOD activity must be associated with an
ncreased activity of hydrogen peroxide-consuming en-
ymes such as CAT to prevent iron catalyzed formation of
ydroxyl radical and oxidative damage. We therefore mon-

tored CAT activity, which was increased in all brain re-
ions of IO-group; this increase reaching significance in
he cerebellum (P�0.05) and prefrontal cortex (P�0.05)
nly (Fig. 2).

ffects of combined iron overload and 150 kHz EMF
xposure

e evaluated the consequences of EMF exposure in the
bsence or presence of IO on oxidative stress and lipid
eroxidation by measuring the TBARS levels as com-
ared to SHAM exposure. TBARS levels were increased

n the cerebellum of the EMF group vs. the SHAM group
P�0.05). In addition we noted an increase of TBARS in
he cerebellum of EMF-IO group compared to the SHAM
roup (P�0.001) and the EMF group (P�0.05) (Fig. 3).

As EMF exposure had also been reported to modify
antioxidant defenses in rats in an age-dependent way, we
therefore evaluated the consequences of EMF exposure in
absence or in presence of IO on SOD and CAT activity.
EMF exposure alone in young adults did not modify the
activity of the antioxidant enzymes tested (Table 2). More-
over, EMF exposure abolished the increase in antioxidant
defenses triggered by IO, in particular in the cerebellum
(Compare Figs. 1, 2, and Table 2).

DISCUSSION

We investigated whether chronic IO at a dose of 3 mg/kg

Fig. 2. Effect of IO on CAT activity in the cerebellum, striatum, hippoc
values obtained from eight animals for each group. * P�0.05.
and/or chronic exposure to intermediate frequency EMF
(1 h, 150 kHz) during 21 days could induce oxidative stress
in the brain of young adult rats by measuring lipid peroxi-
dation and the activities of major antioxidant enzymes.
Among brain structures, we focused our work on the cor-
tex, hippocampus, striatum, and cerebellum. Lipid peroxi-
dation, as an index of ROS production and oxidative dam-
age, was monitored using the TBARS assay. SOD and
CAT enzyme activities were measured to evaluate the
level of antioxidant defenses. While IO did not induce any
oxidative stress in young adult rats, it stimulated antioxi-
dant defenses in the cerebellum and prefrontal cortex. On
the contrary, EMF exposure stimulated lipid peroxidation
mainly in the cerebellum, without affecting antioxidant de-
fenses. When EMF was co-applied with IO, lipid peroxida-
tion was further increased while EMF exposure prevented
the increase in antioxidant defenses triggered by IO alone.

Iron excess is known to be deleterious for both the
young and aging brain (Sobotka et al., 1996) where it may
irreversibly alter neurological functions (Connor et al.,
1992; Gerlach et al., 1994; Thompson et al., 2001). Ad-

inistration of iron in young rats has been shown to dimin-
sh spontaneous locomotor activity, habituation, and re-
ctivity to environmental stimuli as measured by the startle
eflex and the prepulse inhibition of startle (Sobotka et al.,
996; Fredriksson et al., 1999, 2000, 2003; Schroder et al.,
001). In addition, iron treated rats and mice were also

mpaired in the acquisition of a radial maze task
Fredriksson et al., 1999, 2000; Schroder et al., 2001)

suggesting a working memory deficit. Note that in most of
these studies, deficits were observed when iron was ad-
ministrated on postnatal days 10–12, suggesting a critical

nd prefrontal cortex as compared to saline. Data are means�SEM of
brain sensitivity period to IO (Taylor and Morgan, 1990;
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Roskams and Connor, 1994; Focht et al., 1997). When
administering iron after this critical period, we recently
found that excess iron in young adults (4–5 week-old rats)
specifically interfered with spatial information processing in
a spontaneous object exploration task. These data indicate
that the effects of IO may not be limited to those observed
following treatment in the postnatal 10–12 day period but
may occur when iron is administrated at later periods
(Maaroufi et al., 2009b). Iron is also known to accumulate
in specific regions of the brain with aging (Connor et al.,
1992; Zecca et al., 2004a) and it has been recently shown
that iron chelation prevents age-related recognition mem-
ory impairment in old rats (de Lima et al., 2008). Specific
ccumulation of iron has been also demonstrated in vari-
us degenerative diseases including Parkinson’s, Alzhei-
er’s, and Huntington’s diseases (Zecca et al., 2004b) and

iron chelators have been proposed as a potential neuro-
protective strategy for these diseases (Mandel et al.,
2008a,b).

Fig. 3. Effect of EMF exposure alone or in combination with IO on TB
ompared to SHAM exposure. Data are means�SEM of values obtai

able 2. SOD and CAT activities in different brain structures after of E

Cerebellum

S Sham 0.53�0.04
O EMF 0.55�0.03
D EMF�iron 0.56�0.05
C Sham 1.61�0.17
A EMF 1.30�0.16
T EMF�iron 1.42�0.12
Data are means�SEM of values expressed as U/mg proteins (SOD) or nmol/
An important issue is whether the behavioral deficits
(not presented in this article, see Maaroufi et al., 2009b)
are the result of iron-dependent oxidative stress. Memory
impairment due to excess iron was shown by de Lima et al.
(2005) to be correlated to brain oxidative damage in young
rats after short term iron administration. In the present
study, we measured the oxidative effects of IO in young
adult rats after long-term iron administration (21 days). In
contrast with de Lima et al.’s results, we found that the
behavioral deficit was not correlated with brain oxidative
damage. Indeed, no increase in TBARS levels was mea-
sured in any brain region investigated. The absence of
oxidative stress is nevertheless surprising since shorter
iron treatments are known to increase brain levels of iron in
the same structures we investigated (Maaroufi et al.,
2009a). A possible explanation is that chronic iron admin-
istration has induced adaptive responses involving stimu-
lation of the antioxidant defenses. Indeed, SOD and CAT
activities were increased after treatment. These data are

ls in the cerebellum, striatum, hippocampus, and prefrontal cortex as
six animals for each group. * P�0.05; *** P�0.001.

sure alone or in combination with IO as compared to sham exposure

um Hippocampus Prefrontal cortex

0.01 0.42�0.04 0.41�0.07
0.06 0.43�0.04 0.56�0.05
0.03 0.47�0.07 0.48�0.04
0.15 0.46�0.13 0.42�0.05
0.06 0.39�0.06 0.40�0.06
0.16 0.46�0.13 0.52�0.03
MF expo

Striat

0.32�

0.35�

0.32�

0.42�

0.32�

0.53�
min/mg proteins (CAT) and obtained from six animals for each group.
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consistent with those obtained in the rat following different
chronic stressors (Pajovic et al., 2006). Short term iron
treatment was also shown by de Lima et al. (2005) to
produce an increase in SOD and CAT activity when ad-
ministrated at early stages of life, an effect that seemed to
decrease with aging. Nevertheless, our results show that
iron administration at older stages of life (4–5 week-old
rats) may also produce an increase of SOD and CAT
activity. Interestingly, this increase was observed mainly in
the cerebellum, a brain structure whose development oc-
curs mostly after birth. Thus, it could be that the capacity to
respond to IO by increasing SOD and CAT activities is
more important in immature structures. Concerning SOD
activity, the increase was found to involve cytosolic SOD
only. This enzyme may be protective against iron toxicity
by buffering superoxide anions in the cytoplasm, a mech-
anism that may prevent iron release from ferritin (Harris et
al., 1994). The protective effect of CAT may be through
degradation of hydrogen peroxide, preventing its interac-
tion with iron and therefore formation of the highly toxic
hydroxyl radical.

That iron accumulation in the brain induces neurode-
generative disorders via oxidative stress mechanisms
have been abundantly discussed in the literature (e.g.
Thompson et al., 2001; Zecca et al., 2004b). In contrast,
there are very few studies that address the issue of the
links between EMF exposure and oxidative stress. Using
mostly cell culture models, it has been shown that EMF
exposure enhances endogenous free radical production/
stability, disturbing the cellular redox balance and increas-
ing the probability of oxidative injury (Roy et al., 1995;
Zmyslony et al., 2000; Lai and Singh, 2004; Rollwitz et al.,
2004). After exposure to extremely low EMF (50–60 Hz),
there was evidence of oxidative stress in the plasma of
American Kestrels (intensity 30 �T; Fernie and Bird, 2001),
and increased lipid peroxidation in snails (20 day expo-
sure, 0.15 �T; Regoli et al., 2005). Concerning the brain,
0 Hz EMF exposure had no effects on guinea pigs while
xidative damage to lipids was reported in adult rats
Jelenkovic et al., 2006; Turkozer et al., 2008; Amara et al.,
009; Akdag et al., 2010). In accordance, we found in-
reased levels of TBARS following chronic 150 kHz–6.25

�T EMF exposure in brain of young adult rats. This in-
rease reached significance only in the cerebellum while
asal forebrain and frontal cortex were found to be affected

n adults (Jelenkovic et al., 2006). The reason for this
iscrepancy is not clear but may be linked to differences in
ime and mode of exposure. Interestingly, EMF effects
ere slightly more severe when co-applied with IO. This is

n accordance with previous studies suggesting that EMF
ffects may be triggered through a process involving iron
nd possible formation of hydroxyl radicals in brain cells
Lai and Singh, 2004). It is therefore possible that the effect
f EMF in the cerebellum is due to EMF-induced iron
xcess through altered blood-brain barrier permeability.
nother way by which EMF exposure may potentiate iron
ffects is by modifying antioxidant defenses. While it has
een reported that EMF exposure may modify cortical

ntioxidant defenses in an age dependent way (Falone et
l., 2008), we found that in young adults it did not affect
ntioxidant defense per se but abolished the increase
ormally triggered by IO in the cerebellum.

CONCLUSION

In conclusion, our results show that 150 kHz EMF expo-
sure may be harmful to young adults by increasing ROS
levels and by impairing the antioxidant defenses directed
at preventing iron-induced oxidative stress. It is likely how-
ever that the effects of EMF may depend on a number of
parameters including the frequency, intensity, and duration
of exposure. Thus, the relationship between oxidative
stress and impaired cognitive processes remains to be
clarified. However, knowing that IO has been associated
with several neurodegenerative insults, that the iron status
of the brain is determined during infancy and that this iron
status may determine antioxidant defense levels, the inter-
ference of EMF exposure with iron effects on young adults
may have long term delayed impacts on neurological func-
tions that would result in neurodegenerative disorders as
reported by several epidemiological studies.
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Abstract--Recently, we described an anomalous bell-shaped dose-response curve for the protection of the reoxygenated 
isolated myocardium by superoxide dismutase (SOD).t9 SOD is dramatically protective up to a point (5 #g/ml in the perfusate) 
beyond which it loses its ability to protect and, at very high doses (50 ~tg/ml), exacerbates the injury. We proposed that 02"- may 
serve as both initiator and terminator of lipid peroxidation, such that over scavenging the radical may increase net lipid 
peroxidation via increased chain length. We examined the ability of U74389F, a lipid peroxidation inhibitor, to ameliorate the 
toxicity of high-dose SOD in the isolated perfused rabbit heart preparation. The results show a significant improvement in the 
percent recovery of developed tension of hearts treated with U74389F and overdosed with MnSOD, as well as a decrease in 
thiobarbituric acid reactive substances. 

Keywords--Superoxide dismutase, Lipid peroxidation, U74389F, Superoxide, Chain termination, Dose-response, Free 
radicals 

INTRODUCTION 

The involvement of oxygen-derived free radicals in 
myocardial reperfusion injury is well documented. 1-5 
The production ofsuperoxide radical (02"-) results in 
the liberation and reduction of iron from tissue ferri- 
tin, ~,7 as well as the secondary formation of H202 and 
hydroxyl radical (HO')) Tissue iron, therefore, may 
seriously exacerbate any oxidative injury by the cataly- 
sis of the Haber-Weiss chemistry) Because iron and 
hydroxyl radical are both initiators of lipid peroxida- 
tion, l°'H one might expect lipid peroxidation to be a 
prominent component of reperfusion injury. Many 
reports confirm this to be the case. ~2-~4 Inhibitors of 
lipid peroxidation accordingly protect the myocar- 
dium following ischemia and reperfusion. ~ 5,~6 Certain 
2 l-aminosteroids, including U74389F, are useful as 
potent inhibitors of lipid peroxidation in vi t ro .  17 
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Recently, Bernier et al) 8 described an anomalous 
bell-shaped dose-response curve for the prevention of 
reperfusion-induced arrhythmias in the isolated rat 
heart. Protection increased with dose ofcuprozinc su- 
peroxide dismutase (SOD), but declined dramatically 
when the concentration of SOD in the perfusate 
reached 120,000 U/I (or about 40 mg/1). We reported 
similar bell-shaped dose-response curves for the pro- 
tection of reoxygenated rat and rabbit hearts by both 
cuprozinc- and manganese-SODs, using a variety of 
different end points including recovery of developed 
tension, release of marker enzymes, and infarct 
size. ~9.2o SOD was protective in a dose-dependent fash- 
ion in every case up to a point (5-20 mg/1 in the perfus- 
ate). At 50 mg/1, however, it lost its ability to protect 
and in some cases significantly exacerbated the in- 
jury. We proposed that O2"-, in addition to initiating 
lipid peroxidation as discussed above, may also serve 
as a terminator of lipid peroxidation, such that over 
scavenging the radical may paradoxically increase net 
lipid peroxidation. In the present study we document 
that high-dose SOD does indeed increase net lipid 
peroxidation and examine the ability of U74389F, a 
lipid peroxidation inhibitor, to eliminate the toxicity 
of high-dose SOD in the reperfusion injury model. 
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METHODS 

Ischemia/reperfusion experiments 

New Zealand white rabbits (2-3 kg) were sacrificed 
with 60 mg/kg sodium pentobarbital. The hearts and 
lungs were quickly excised and mounted via the as- 
cending aorta on a nonrecirculating perfusion appara- 
tus, and retrograde aortic perfusion under gravity at 
80 mmHg with modified, oxygenated, glucose-con- 
taining Krebs-Henseleit buffer was initiated. The 
buffer also contained 0, 0.5, 5, or 40 mg/l human 
recombinant MnSOD (4000 U/mg, BioTechnology 
General, NY), as indicated. Also where indicated the 
perfusate contained 1 #M U74389F (Upjohn Co., Ka- 
lamazoo, MI) via a 1 uM albumin vehicle in the ab- 
sence of and the presence of 40 mg/1 SOD. A saline- 
filled latex balloon connected through a pressure 
transducer to a polygraph recorder (Grass Instru- 
ments Co., MA) was inserted into the left ventricle 
through a left atriotomy and secured by a suture to the 
mitral annulus. The suture was loose enough to allow 
fluid drainage from the ventricle. After a 15 rain equil- 
ibration period, the developed pressure was mea- 
sured, the balloon was deflated, and the hearts were 
subjected to 90 min global ischemia. This was fol- 
lowed by 30 min of reperfusion, at the end of which 
the developed pressure was measured again. The re- 
suits are expressed as percent recovery of preischemic 
developed pressure. The hearts were not paced. At the 
end of the experiment the hearts were stored at 
-70°C until further analysis. 

The Krebs-Henseleit buffer employed was com- 
posed of (in mM): NaC1, 118; NaHCO3, 24.8; KC1, 
4.7; KH2PO4, 1.2; CaCI2, 2.5; MgSO4, 1.2; and glu- 
cose, 10. Buffers were bubbled continuously with a 
mixture of 95% O2 and 5% CO2. The CO2 helped 
maintain the buffers at a physiological pH of 7.4. The 
apparatus had extensive water jacketing connected to 
a water heater that maintained the buffers and the 
hearts at 37 °C. All buffers were filtered through a Gel- 
man GA-4, 0.8 micron Metrical membrane before 
use. 

Estimation of carbonyl protein content 

The hearts were homogenized in a buffer (lg/4ml) 
containing (in mM) N-(2-hydroxyethyl)piperazine- 
N'-2-ethanesulfonic acid (HEPES), 10; NaC1, 137; 
KC1, 4.6; KHzPO4, 1.1; MgSO4, 0.6; ethylenediamin- 
etetraacetic acid (EDTA), 1.1; Tween-20 (5 mg/1); bu- 
tylated hydroxytoluene (1 gM); and protease inhibi- 
tors (in ug/ml) leupeptin, 0.5; pepstatin, 0.7; phenyl 
methyl sulfonyl fluoride, 40; and aprotinin, 0.5 to 
prevent proteolysis of oxidized proteins during prepa- 

ration. The homogenates were centrifuged at 20,000 g 
for 20 min. Supernates were used for carbonyl protein 
determinations and for analysis ofthiobarbituric acid 
reactive substance. 

Protein carbonyl groups were determined by the 
method of Oliver et al. 2~ Two equal aliquots contain- 
ing approximately 0.7-1.0 mg of protein each were 
taken from the supernate. Both aliquots were precipi- 
tated with 10% trichloroacetic acid (TCA) (w/v, final 
concentration). Samples were then centrifuged at 
2000 g for 10 rain. One pellet was treated with 2 N 
HC1 and the other treated with an equal volume of 
0.2% (w/v) dinitrophenyl hydrazine (DNPH) in 2 N 
HC1, at room temperature for 1 h. Samples were then 
reprecipitated with 10% TCA (final concentration) 
and subsequently extracted with ethanol:ethyl acetate 
(1:1, v/v) and then reprecipitated with 10% TCA. This 
washing step, repeated three times, rendered the eth- 
anol/ethyl acetate extract virtually colorless, indicat- 
ing complete removal of unreacted and lipid-bound 
DNPH. Difference in absorbance between DNPH- 
treated vs. the HCI control was determined at 370 nm. 
Data were expressed as nmol carbonyl groups/ mg 
protein using the molar extinction coefficient of 
21,000 for DNPH derivatives. 

Thiobarbituric acid reactive substances 

Thiobarbituric acid reactive substances, or TBARS, 
were determined by the method of Ohkawa et al. 2z 
The reaction mixture (total volume of 4 ml) con- 
tained 200 #1 of 8.1% sodium dodecyl sulfate, 1.5 ml 
of 20% acetic acid, and 1.5 ml 0.8% thiobarbituric 
acid, and 800 ul of heart homogenate supernate. The 
mixture was heated in boiling water for 1 h, cooled 
with tap water and extracted with n-butanol/pyridine 
( 15:1 v/v) by vortexing for 1-2 min. The mixture was 
then centrifuged at 500-1000 g for 10 min or until a 
good aqueous-organic phase separation occurred. 
The organic phase was removed and its absorbance at 
532 nm was measured against a reaction mixture 
blank. A standard curve was prepared with 1,1,3,3-tet- 
ramethoxypropane, and TBARS are reported as mo- 
lar equivalents. 

Statistics 

Data are presented as the mean + standard error in 
the figures. Tests for significance were made using a 
one-way analysis of variance and the differences be- 
tween specific groups were determined by the New- 
man-Keuls test. 
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Fig. 1. The dose-response data are plotted as percent protection vs. 
the logarithm of the SOD concentration. In the present study (indi- 
cated by the closed circles) human recombinant Mn-SOD was per- 
fused at 0 mg/l (controls, n = 6), 0.5 mg/l (n = 3), 5 mg/l (n = 3), and 
40 mg/l (n = 3). These results reproduce those from a previous 
study z° (indicated by the triangles). In both cases, while SOD im- 
proved the recovery of developed tension at lower doses, it exacer- 
bated the injury at higher doses (p < 0.0003). 1 ~tM U74389F (open 
circles) failed to protect by itself, but eliminated the toxicity of high 
dose SOD (p < 0.0003). 

absence of added SOD. In the presence of 40 mg/1 
SOD, however, carbonyl protein content rose to 1.8 + 
0.4 nmol/mg protein (n = 3), and the addition of 
U74389F reduced this by 67% to 0.6 ___ 0.2 nmol/mg 
protein (n = 4, p < 0.04). 

Thiobarbituric acid reactive substances 

Hearts treated with neither SOD nor U74389F 
contained 1.16 _+ 0.1 nmol TBARS/mg protein. 
TBARS contents in the hearts perfused with 0.5, 5, 
and 40 mg/1 SOD were 0.74 + 0.13, 0.31 __+ 0.098, and 
2.28 + 0.26 nmol/mg protein, respectively. The 
TBARS content of the heart treated with 5 mg/l SOD 
was significantly lower than the untreated control (p 
< 0.0001), whereas the TBARS content of the heart 
treated with 40 mg/l SOD was significantly higher 
than the untreated control (p < 0.0001) (Fig. 3). 
Treatment with U74389F caused significant de- 
creases in TBARS, whether in the absence or presence 
of 40 mg/l SOD (0.47 _+ 0.1 and 0.98 _ 0.21 nmol/mg 
protein, respectively, p < 0.0001) (Fig. 3). 

DISCUSSION 

RESULTS 

Functional recovery 

The percent recovery of developed tension (rela- 
tive to preischemic) at the end of 30 min of reperfu- 
sion post 90 min ischemia was determined. Control 
hearts (n = 6) showed 33.65 + 5.5% (mean _+ SEM) 
recovery of developed tension. Hearts perfused with 
0.5 mg/1 SOD (n = 3) recovered by 37.86 + 6.3% 
(nonsignificant). Hearts perfused with 5 mg/1 (n -- 3) 
SOD recovered by 80.3 + 5.9% (p < 0.0003). How- 
ever, hearts receiving 40 mg/l SOD (n = 3) showed 0% 
recovery and were significantly different from all 
other groups (p < 0.0003). Figure 1 shows the percent 
protection normalized to the control hearts. Hearts 
perfused with 1 #M U74389F (n -- 4) recovered by 
27.3 ___ 3.3% and were not significantly different from 
the control, whereas, hearts perfused with 40 mg/l 
SOD and 1 #M U74389F (n = 5) recovered 41.4 ___ 
9.5% and were significantly different (p < 0.0003) 
from the hearts receiving only the 40 mg/l SOD 
(Fig. 2). 

Carbonyl protein formation 

There was a decrease of approximately 20%, al- 
though not significantly different, in carbonyl protein 
formation in the hearts treated with U74389F in the 

The postischemic isolated rabbit heart was consid- 
erably protected by human recombinant MnSOD up 
to a dose of 5 mg/1 of perfusate. With an increase in 
SOD concentration to 40 mg/l, however, there was 
complete failure of contractility, illustrating a dra- 
matic toxic effect from too much SOD. The bell- 
shaped dose-response curve seen in previous stud- 
ies ~8-2° is confirmed in this study. 

Iron plays a crucial role in the initiation oflipid-rad- 
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Fig. 2. Dose-dependent effect of human recombinant Mn-SOD on 
the percent recovery of developed tension in isolated rabbit hearts 
subjected to 90 min of global ischemia followed by 30 min of reper- 
fusion. Means and standard errors are shown. 1 #M U74389F elimi- 
nated the toxicity of high dose SOD (p < 0.0003). 
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Fig. 3. Dose-dependent effect of human recombinant Mn-SOD on 
TBARS revealed an inverted bell shaped curve showing a decrease 
at 5 mg/I SOD (p < 0.0001) and an increase at 40 mg/l SOD (p < 
0.0001). 1 ~tM U74389F decreased TBARS formation in hearts 
perfused with 0 or 40 mg/1 SOD by about 60% in both cases (p < 
0.0001). 

ical chain reactions) °'It Ferrous iron can cause the 
reductive lysis of the oxygen-oxygen bond in a preex- 
isting lipid hydroperoxide molecule (LOOH) giving 
rise to the alkoxyl (LO') radical that may then serve as 
an initiating radical in lipid peroxidation: 23 

LOOH + Fe 2+ ~ LO" + Fe 3+ + OH- (Initiation) 

LO" + LH --~ LOH + L" 

L" + O2 --~ LOO" (Propagation) 

LOO" + LH --~ LOOH + L" 

If these alkoxyl or dioxyl radicals were scavenged 
by O2"-, then entire chains of reactions would be pre- 
vented or terminated: 

LO" + 02"- + H + --~ LOH + O2 (termination) 

LOO" + 02"- + H + --~ LOOH + 0 2 

Therefore, it was hypothesized that 02"-, in addi- 
tion to being able to liberate iron and initiate lipid 
peroxidation, may also serve as a terminator of lipid 
peroxidation, such that over scavenging the radical 
may increase net lipid peroxidation.~9 If this hypothe- 
sis is correct, then indices of lipid peroxidation should 
increase at high doses of SOD, and a potent inhibitor 
of lipid peroxidation such as U74389F 17 might elimi- 
nate the downside of the SOD dose-response curve. 
We found both of these conditions to be true. 

U74389F belongs to a class of 21-aminosteroids 
that have been shown to be potent inhibitors of iron- 
catalyzed lipid peroxidation in vitro. 24,25 In addition, 

these compounds have demonstrated protection in 
vivo in models of ischemia, 15'16'26'27 neurological re- 
covery, 28'29 and central nervous system t r a u m a .  3°'31 

These compounds were specifically designed to local- 
ize at or near sites within cell membranes where oxi- 
dative damage is believed to be initiated. The 21- 
aminosteroids are membrane soluble. 32 U74006F, 
which is very similar in structure to U74389F, ap- 
pears to inhibit lipid peroxidation by a mechanism 
similar to that of vitamin E by scavenging lipid dioxyl 
radicals. During the inhibition of lipid peroxidation 
there is a competition between the 21-aminosteroids 
and vitamin E, thereby slowing the degradation of the 
vitamin. 33 In this study, 1 #M U74389F was perfused 
through the hearts for 15 min prior to ischemia. Dur- 
ing this time, the lipophilic compound may have ac- 
cumulated preferentially in the membranes of the 
heart. This treatment alone did not show a protective 
effect on recovery of developed tension by reperfused 
hearts, although it did suppress lipid peroxidation by 
about 60%. The reason for this lack of protection of 
functional recovery in the absence of SOD is not 
clear, but may relate to the multifactorial nature of 
the injury. When O2"- is high, several enzymes vital to 
cardiac function are vulnerable to inactivation by the 
radical. These include creatine kinase, 34 myofibrillar 
ATPase, 35 and aconitase. 36 When no SOD is present 
in the perfusate, the modest amount of lipid peroxida- 
tion taking place may not be contributing greatly to 
the loss of function. Because lipid peroxidation, once 
initiated, may continue for long periods of time, it is 
also possible that the action of U74389F might be- 
come more important after a longer period ofreperfu- 
sion than that observed in the present study (30 min). 
In combination with 40 mg/1 SOD, U74389F likewise 
suppressed lipid peroxidation by about 60%, and it 
also clearly ameliorated the toxicity of the high dose 
SOD with regard to recovery of developed tension 
(Fig. 2). 

Determination of TBARS (Fig. 3) provides yet an- 
other end point demonstrating a bell-shaped dose-re- 
sponse curve with SOD. This suggests that lipid per- 
oxidation is high in the presence of either low SOD 
(0.5 mg/1) or high SOD (40 mg/l), but is minimized at 
the intermediate SOD concentration (5 mg/1). If one 
considers that free radical chain reactions are both 
initiated and terminated by free radicals, and that, in 
theory, the same radical may do both operations, the 
bell-shaped curves are not difficult to rationalize. Fig- 
ure 4 presents the expected mathematical relation- 
ships between SOD concentration (which is inversely 
related to superoxide concentration) and initiation, 
termination, and net lipid peroxidation. Panel A 
shows that as SOD concentration increases (and Oz'- 
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decreases) initiation (at least via superoxide-depen- 
dent iron-catalyzed reduction of hydroperoxides) 
would decrease according to an inverse rectangular 
hyperbola, asymptotically approaching zero initiating 
events at infinite SOD. Panel B shows the expected 
effect on chain length. At the highest concentration of 
02"- (no SOD) the chain length would approach 
unity. At the lowest concentration of the radical (high 
SOD) the chain length would be maximal (limited 
only by other terminators such as vitamin E, or by the 
mutual annihilation of propagating radicals). This 
produces another inverse rectangular hyperbolic 
function in the opposite direction. Net lipid peroxida- 
tion, shown in Panel C, is represented by the product 
of initiation events times chain length• Panel C shows 
the curves from Panels A and B replotted on a semilog 
coordinate, along with the curve produced by multi- 
plying initiation by chain length. Note that the net 
amount of lipid peroxidation displays a minimum at 
a specific, optimal concentration of SOD. It is an in- 
verted bell-shaped curve. Figure 5 shows the remark- 
able similarity in shape of this theoretically predicted 
curve (using arbitrarily selected constants) and that 
obtained experimentally (data from Fig. 3). The close- 
ness of fit of this mathematical model convinces us 
that the superoxide radical can act both as initiator of 
lipid peroxidation (indirectly, by the liberation and/ 
or reduction of iron) and terminator of lipid peroxida- 
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Fig. 5. A comparison of the theoretical and experimental dose-re- 
sponse curves of net lipid peroxidation vs. SOD concentration, 
showing a remarkable similarity. 

tion. This realization provides a rational basis for the 
bell-shaped dose-response curves observed for SOD, 
and argues that, for any specific set of conditions, 
there is an optimally protective concentration of 
SOD. It underscores the importance of balance be- 
tween oxidants and antioxidants. 

Other studies have also observed the detrimental 
effects of too much SOD. Elroy-Stein et al .  37 have 
shown increased lipid peroxidation in transfected 
cells overproducing Cu,Zn-SOD. Ceballos et al. 3s 
found an increase in the glutathione peroxidase activ- 
ity in mouse L cells and NS20Y neuroblastoma cells 
transfected with human Cu,Zn-SOD. Kedziora and 
Bartosz 39 suggested that the abnormalities observed in 
Down's syndrome are partially due to an imbalance 
in the reactive oxygen species caused by excess 
Cu,Zn-SOD. While other explanations have been of- 
fered for the observed toxicity of high dose SOD, we 
believe the arguments presented above may explain 
most, if not all, of the published observations. 

C 

~ N e t  lipid peroxidation ), 
I n i t i a t i o ~  

0.01 0,1 
[Superoxide dismutase] 

Fig. 4. The expected mathematical relationships between SOD con- 
centration (which is inversely related to superoxide concentration) 
and initiation (A), termination (B), and net lipid peroxidation (C). 
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Role of Glutathione Peroxidase in 
Protecting Mammalian Spermatozoa From 
Loss of Motility Caused by Spontaneous 
Lipid Peroxidation 

Juan G. Alvarez and Bayard T. Storey 

Departments of Obsfefrics and Gynecology and Physiology, University of 
Pennsylvania School of Medicine, Philadelphia, Pennsylvania 

Mouse and human spermatozoa, but not rabbit spermatozoa, have long been known to be 
sensitive to loss of motility induced by exogenous H202. Recent work has shown that loss of 
sperm motility in these species correlates with the extent of spontaneous lipid peroxidation. 
In this study, the effect of H202  on this reaction in sperm of the three species was investi- 
gated. The rate of spontaneous lipid peroxidation in mouse and human sperm is markedly 
enhanced in the presence of 1-5 m M  H,02, while the rate in rabbit sperm is unaffected by 
H,O,. The enhancement of lipid peroxidation, the rate of reaction of H20, with the cells, 
the activity of sperm glutathione peroxidase, and the endogenous glutathione content are 
highest in mouse sperm, intermediate in human sperm, and very low in rabbit sperm. Inac- 
tivation of glutathione peroxidase occurs in the presence of H202  due to complete conver- 
sion of endogenous glutathione to GSSG: No GSH is available as electron donor substrate 
to the peroxidase. Inactivation of glutathione peroxidase by the inhibitor mercaptosucci- 
nate has the same effect on rate of lipid peroxidation and loss of motility in mouse and 
human sperm as does H202. This implies that Hz02  by itself at  1-5 mM is not intrinsically 
toxic to the cells. With merceptosuccinate, the endogenous glutathione is present as GSH 
in mouse and human sperm, indicating that the redox state of intracellular glutathione by 
itself plays little role in protecting the cell against spontaneous lipid peroxidation. Mouse 
and human sperm also have high rates of superoxide production. We conclude that the key 
intermediate in spontaneous lipid peroxidation is lipid hydroperoxide generated by a chain 
reaction initiated by and utilizing superoxide. Removal of this hydroperoxide by gluta- 
thione peroxidase protects these sperm against peroxidation; inactivation of the peroxidase 
allows lipid hydroperoxide to increase and so increases the peroxidation rate. Rabbit sperm 
have low rates of superoxide reaction due to high activity of their superoxide dismutase; 
lack of endogenous glutathione and low peroxidase activity does not affect their rate of 
lipid peroxidation. As a result, these sperm are not affected by either H,02 or mercapto- 
succinate. These results lead us to postulate a mechanism for spontaneous lipid peroxida- 
tion in mammalian sperm which involves reaction of lipid hydroperoxide and O2 as the 
rate-determining step. 

Key words: lipid peroxidation, sperm HzOz toxicity, sperm glutathione peroxidase, sperm glutathione, 
sperm 
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INTRODUCTION 

Although deleterious effects of H202 on mammalian spermatozoa were docu- 
mented some years ago for a number of species including human [McLeod, 1943; 
Tosic, 1947; Tosic and Walton, 1950; Wales et al., 19591, the mechanism by which 
H202 exerts its effect on sperm motility loss has never been elucidated. The sensitivity 
of mammalian spermatozoa to damage by exogenous H202 differs between species for 
almost all the species tested [Wales et al., 19591. Mammalian spermatozoa are known 
to lack catalase activity [Mann, 19641 but to possess the two alternate enzymatic 
defense systems against the dioxygen species 0,; and H202, superoxide dismutase 
(SOD), and the glutathione peroxidase/reductase pair [Li, 1975; Abu-Erreizh et al., 
1978; Menella and Jones, 1980 Holland and Storey, 1981; Alvarez and Storey, 1984; 
Alvarez et al., 19871. The relative contribution of these two enzymatic systems to the 
overall protection against 0, toxicity mediated by 0,; and H20, for the different 
mammalian species tested is far from clear. Rabbit spermatozoa have glutathione per- 
oxidase (GPX) and glutathione reductase (GRD) activities, but have very low levels 
of endogenous glutathione (GSH plus GSSG), leaving SOD as the only enzymatic 
protectant system [Li, 1975; Holland and Storey, 1981; Alvarez and Storey, 19831. 
Ejaculated rabbit spermatozoa were reported to be resistant to damage from H202, 
although some of the protection appeared to be derived from the seminal plasma 
[Wales et al., 19591; epididymal rabbit spermatozoa were not examined. Washed, 
ejaculated ram spermatozoa were shown to contain both SOD and the components of 
the glutathione system, but the activity of GPX was an order of magnitude lower than 
that of GRD, implying that this system is secondary to SOD [Abu-Erreizh et al., 
19781. Washed, ejaculated ram spermatozoa proved to be more sensitive to H202 tox- 
icity than washed ram epididymal spermatozoa [Wales et al., 19591. Human sperma- 
tozoa from a group of healthy donors showed remarkably uniform activities of GPX 
and GRD and content of total glutathione, about half of which was in the reduced 
form [Alvarez et al., 19871. This uniformity was in marked contrast to the variability 
in SOD activity determined in the same samples from these donors. The SOD activity 
of a given fresh sample proved to be an accurate predictor of time to complete loss of 
motility due to spontaneous lipid peroxidation during aerobic incubation at 37OC, over 
a time range of 1 to 10 hours. It was concluded that SOD was the prime enzymatic 
defense in human spermatozoa against damage from spontaneous lipid peroxidation, 
despite a glutathione content and GPX/GRD activities that should be more than suf- 
ficient to provide this defense. Wales et al. also [ 19591 reported that human spermato- 
zoa were somewhat less resistant to H202 than ejaculated rabbit spermatozoa and 
unwashed mouse epididymal spermatozoa were quite resistant to H,O,. The gluta- 
thione content and the GPX/GRD activities of washed mouse cauda epididymal sper- 
matozoa have been shown to be high, implicating this enzymatic defense system as the 
principal one operating in these cells [Alvarez and Storey, 19841. 

Attempts to correlate sensitivity to H,O, toxicity and the activities of the systems 
of enzymatic defense towards oxidative damage in the spermatozoa from the different 
species described above proved difficult because of the variable of washed versus 
unwashed and ejaculated versus epididymal sperm. In this study, washed cauda epi- 
didymal spermatozoa from mouse and rabbit were examined, since these cells should 
represent the extremes of the glutathione protective system in mammalian male 
gametes. Washed, ejaculated human spermatozoa were also examined, since these 
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have an intermediate level of glutathione and GPX/GRD activities and could also 
provide an insight into the possible clinical utility of assaying for these enzymatic 
defense mechanisms. Since the cells from all three species were washed, perturbations 
from antioxidants in the epididymal lumen or in the seminal plasma have been mini- 
mized. The results imply that sensitivity to H20, toxicity is a measure of the impor- 
tance played by the glutathione system in protecting the spermatozoa from oxidative 
damage. 

MATERIALS AND METHODS 

Reagents 

Cytochrome c (Type VI) from horse heart, mercaptosuccinate, glutathione 
reductase (type IV) from yeast, oxidized and reduced glutathione, bovine serum albu- 
min Fraction V (BSA), thiobarbituric acid, adenine nucleotides, and N,N-ethylene- 
diaminotetracetic acid, disodium salt (EDTA) were from Sigma Chemical Company 
(St. Louis, MO). Glutathione peroxidase was from Boehringer Manneheim (India- 
napolis, IN). Yeast cytochrome c peroxidase was the gift of Professor C.P. Lee, 
Wayne State University. Malonaldehyde-bis (dimethyl acetal) was from Aldrich 
Chemical Company (Milwaukee, WI). Hydrogen peroxide, trichloroacetic acid, and 
inorganic salts were from J.T. Baker (Phillipsburg, NJ). Penicillin-streptomycin was 
from Gibco Labs (Grand Island, NY). Filipin was obtained from Polysciences, Inc. 
(Warrington, PA). 

Media 

Three media were used for sperm incubations. For rabbit sperm, the medium 
was NTP [Alvarez and Storey, 19821 with the following composition: 113 mM NaC1; 
10 mM KCI, 12.5 mM NaH2P04, 2.5 mM Na2HP04, 20 mM Tris, 1.5 mM 
D-glucose, 0.4 mM EDTA, 0.6% penicillin-streptomycin, adjusted to PH 7.4 f 0.05 
with HC1. For mouse sperm the medium was NTPC [Alvarez and Storey, 19841 with 
the following composition: 113 mM NaCl, 12.5 mM NaH2P04, 2.5 mM Na2HP04, 
1.7 mM CaCI,, 20 mM Tris, 1.5 mM D-glucose, 0.4 mM EDTA, 0.6% penicillin- 
streptomycin, adjusted to pH 7.4 ~fr 0.05 with HCI. For human spermatozoa the 
medium used was a modification of NTPC [Alvarez et al., 19871 with the following 
composition: 103 mM NaCl, 10 mM KCI, 12.5 mM NaH,PO,, 2.5 mM Na2HP04, 
1.7 mM CaCl,, 20 mM Tris, 1.5 mM D-glucose, 0.4 mM EDTA, 0.6% penicillin- 
streptomycin, adjusted to pH 7.4 + 0.05 with HCI. 

Preparation of Spermatozoa 

Rabbit spermatozoa were removed from the caudae of excised epididymides of 
mature male New Zealand white rabbits by retrograde flushing with medium NTP 
and recovered by centrifugation at 750g for 10 min. as described previously [Alvarez 
and Storey, 19821. Stock suspensions contained 0.4-2 x lo9 cells/ml. Hyposmotically 
treated rabbit epididymal spermatozoa were obtained by treatment of the washed 
spermatozoa with 10 ml of 10 mM potassium phosphate [Keyhani and Storey, 19731, 
followed by centrifugation at 750g for 10 minutes and resuspension in NTP. Epididy- 
ma1 mouse sperm suspensions were prepared by mincing 16-20 excised caudae epi- 
didymides from mature Swiss Webster mice into 2 ml NTPC and allowing the sperm 
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to disperse for 15 minutes, as described previously [Alvarez and Storey, 19841. Stock 
suspensions contained 0.3-3.5 x 1 O8 cells/ml. Mouse sperm with permeabilized 
plasma membranes were obtained by treatment with filipin [Carey et al., 19811 as 
described previously [Alvarez and Storey, 19841. Human ejaculated spermatozoa 
were obtained from ten healthy donors by masturbation. Each donor provided three 
samples within a span of 2 weeks. Successive sperm samples were collected with at 
least 48 hours of abstinence between samples. The spermatozoa were incubated at 
37OC for 15 minutes until complete liquifaction was achieved. Processing of sperm was 
then carried out as described previously [Alvarez et al., 19871. Only those samples 
with a motility score above 65% and superoxide dismutase activities above 7 units/108 
cells were considered suitable for this study. The final concentration in the stock sus- 
pension was 0.3-6.4 x 1 O8 cells/ml. Hyposmotically treated human ejaculated sper- 
matozoa were obtained by treatment of the washed spermatozoa with 10 ml of 10 mM 
potassium phosphate as described previously [Alvarez et al., 19871. 

Aerobic Incubation of Spermatozoa 

The stock suspension of rabbit epididymal spermatozoa was diluted ten-fold to 
give a sperm suspension containing 0.4 to 2 x lo8 cells/ml. Mouse and human sper- 
matozoa stock suspensions were diluted three-fold to give sperm suspensions contain- 
ing 0.1-1.2 x lo8 cells/ml and 0.1-2.2 x lo8 cells/ml, respectively. When indicated, 
10 pl aliquots of H202 and mercaptosuccinate solutions in the corresponding media 
were added to 1 ml of sperm suspension for rabbit spermatozoa, and to 0.3 ml for 
mouse and human spermatozoa, to obtain final concentrations of 1 and 5 mM H202 
and 100 and 200 pm mercaptosuccinate as required. The sperm suspensions were 
placed in wide-mouthed specimen bottles (55  x 28 mm) held in a shaking water bath 
at 24OC +- 1OC. These bottles provide excellent aeration of the samples. The caps of the 
bottles had liners made of Teflon that prevented contamination of the samples and 
provided a seal tight enough to prevent loss of malonaldehyde by volatilization from 
the suspension. 

Determination of Lipid Peroxidation by Malonaldehyde Production 

The determination of malonaldehyde production by rabbit and mouse spermato- 
zoa was carried out using the spectrophotometric determination of the thiobarbituric 
acid (TBA) adduct, as described previously [Alvarez and Storey, 1982, 19841. For 
human spermatozoa, malonaldehyde production was determined using the modifica- 
tion of this assay described by Alvarez et al. [ 19871. 

Motility Assay 

Sperm motility was estimated by the method used in previous studies [Alvarez 
and Storey, 1982, 19831, in which the percent motility in duplicate aliquots of the 
sperm suspension was estimated by microscopic examination and then averaged. 

Determination of Rate of H202 Reaction With Sperm 

The rate of reaction of H202 with the sperm cells was obtained by incubating 
sperm suspensions of different cell concentration ranging from 0.2 to 2 x lo7 cells/ml 
at 24°C 1°C in the presence of 7.9 itl.M H202 for 30 minutes. This concentration of 
H202 was found to be optimal considering the cell concentration ranges used in these 
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experiments. Incubation was terminated by rapid ice cooling at the chosen time inter- 
vals. The sperm suspensions were centrifuged at 750g for 10 minutes, and the superna- 
tant assayed for H202 content. This was carried out by monitoring the oxidation of 
acetylated ferrocytochrome c catalyzed by cytochrome c peroxidase at 24OC, with a 
dual wavelength spectrophotometer using the wavelength pair 550/540 nm exactly as 
described by Holland and Storey [ 198 11. 

Glutathione Peroxidase and Reductase Activities and Glutathione 
Content 

The enzymatic activities of GPX and GRD and the glutathione content of 
sperm, untreated and treated either with H202 or mercaptosuccinate, were deter- 
mined in hyposmotically treated human and rabbit spermatozoa and in filipin-treated 
mouse spermatozoa by a slight modification of the methods described previously [Hol- 
land and Storey, 198 1 ; Alvarez and Storey, 1984; Alvarez et al., 19871. After incuba- 
tion was terminated, the sperm suspensions were centrifuged at 750gfor 10 minutes to 
remove either excess H202 or mercaptosuccinate, followed by membrane permeabili- 
zation as described above. Controls were subjected to the same procedure in the 
absence of H202 or mercaptosuccinate. GPX was assayed by the coupled enzyme 
method utilizing excess GRD, which couples oxidation of NADPH to the reduction of 
GSSG formed by the action of GPX [Smith et al., 19791. The reaction mixture was 
composed of 60 pg/ml GRD, 1 mM GSH, and 1 mM cumene hydroperoxide in 
NTPC. The oxidation of NADPH was monitored by the absorbance decrease at 3651 
395 nm using a dual-wavelength spectrophotomer [Alvarez et al., 19871. GRD activ- 
ity was assayed in the same system using 5 mM GSSG as substrate in the presence of 
GPX inhibitor. Since 200 pM mercaptosuccinate has been reported to inhibit com- 
pletely the GPX activity from hamster liver [Chaudiere et al., 19841, this concentra- 
tion of mercaptosuccinate was used to block both the activity of GPX from sperm and 
that of the exogenously added GPX used to determine the glutathione content in the 
sperm cells. The values obtained by inhibiting the enzyme with mercaptosuccinate 
were comparable to those obtained when the enzyme was inhibited with 0.05 mM 
ZnC1, [Splittberger and Tappel, 19791. Total endogenous glutathone was measured 
by conversion of endogenous GSH to GSSG with 1 mM cumene hydroperoxide and 
GPX added at 2.5 pg/m1 for 5 min. The GPX was inhibited with 200 pM mercapto- 
succinate, and the total GSSG determined as for GRD activity as described above. 
Endogenous GSSG was determined in the absence of GPX pretreatment and GSH 
was calculated by difference between endogenous GSSG and total glutathione. 

RESULTS 

The effects of H202 at 1 mM and 5 mM on the loss of motility of rabbit, human, 
and mouse spermatozoa are shown in Figures 1 and 2, respectively. Washed epididy- 
ma1 rabbit sperm were essentially unaffected by either concentration of H202, while 
washed epididymal mouse and washed ejaculated human spermatozoa were adversely 
affected in a dose-dependent manner. In previous studies, it was shown that loss of 
sperm motility in response to O2 was due to spontaneous lipid peroxidation (as opposed 
to induced or promoted lipid peroxidation) and that a linear correlation existed 
between the two parameters [Alvarez and Storey, 1982, 1984; Alvarez et al., 19871. 
The rate of spontaneous lipid peroxidation in the presence of H202 was therefore 
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Fig. 1. Effect of 1 mM H202 on loss of percent motility in mouse, human, and rabbit sperm during 
aerobic incubation at  24OC. Sperm cell concentrations ranged from 0.5 to 1.0 x lo6 cell/ml. Each p i n t  
is the mean of 10 experiments; error bars are standard deviations. Experimental points for rabbit sperm 
are open circles (0); for human sperm, solid circles (0); and for mouse sperm, solid diamonds (+). Con- 
trol point at  30 min for rabbit sperm is open square (0); for human sperm, open triangles (A); and for 
mouse sperm, inverted open triangles (7). 
Fig. 2. Effect of 5 mM H,O, on loss of percent motility in mouse, human, and rabbit sperm during 
aerobic incubation a t  24OC. Symbols for experimental and control points are the same as in Figure 1. 
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TABLE 1. Effect of H,O, on the Rate of Lipid Peroxidation in Mouse, Human, and Rabbit 
Spermatozoa, Expressed as Malonaldehyde (MA) Production* 

Rate as MA produced nmol/hr-lO* cells 
Species Control 1 mM H202 5 mM H,O, 

Mouse 0.061 f 0.004 1.7 0.1 2.2 * 0.2 
Human 0.012 f 0.001 0.10 k 0.07 0.24 * 0.02 
Rabbit 0.0057 + 0.0005 0.0057 0.0006 0.0060 k 0.0006 

*Values of rates represent the mean r S.D., n = 10. Human samples were obtained from 10 separate 
donors, each providing 3 separate samples. Aerobic incubations were carried out a t  24°C. 

examined. The rate in rabbit spermatozoa remained unchanged, but there was a 
marked increase of the lipid peroxidation rate in mouse and human spermatozoa in the 
presence of H,02 (Table 1). 

The question of whether the rate of reaction between the cells and exogenous 
Hz02 would reflect their sensitivity to this oxidant, as reflected by increased rate of 
lipid peroxidation, was addressed by the experimental protocol shown for mouse sper- 
matozoa in Figure 3. The cells were incubated in the presence of 7.9 pM H202 for set 
times at the different cell concentrations indicated. The remaining H,O, was then 
determined by the cytochrome c peroxidase catalyzed oxidation of acetylated ferrocy- 

c y toc h r o m e  c 2+ oxidation 

olL t 
d e c r e a s e  in +I MINUTE+ 

absorbance  a t  5 5 0 n m  0.05 

0 1 2 3  I-- 106cells /ml 

- c 
AA= 0.0 5 

T 

0 cel ls lml  -J C C P  t 1 2 5 x l O ~ c e l l s l m l  IJTJ CCP 2x106 cel ls lml  CCP 3x106 ce l ls lml  CCP 

Fig. 3. Reaction of exogenous H,Oz with mouse spermatozoa as determined with cytochrome c cyto- 
chrome c peroxidase by dual wavelength spectrophotometry. Shown are direct tracings from the re- 
corder. The reaction mixture contained in a final volume of 1 ml, 113 mM NaCl, 1.7 mM Ca CI,, 15 
mM sodium phosphate, 1.5 rnM D-glucose. 0.4 mM EDTA, 20 mM Tris/HCI, ph 7.4, 86 pM acety- 
lated ferrocytochrome c. At the point indicated by the arrows, the supernatant from a suspension of 
mouse epididymal sperm incubated at 24OC in the presence of 7.9 mM H,O, was added to the reaction, 
followed 2 minutes later by 0.2 pM cytochrome c peroxidase (CCP) at the point marked with the arrow 
and CCP. The absorbance decrease corresponding to oxidation of acetylated ferrocytochrome at the 
wavelength pair 550/540 nm appears as an upward deflection of the trace. The insert shows a linear 
decrease in absorbance with cell concentration for the fixed time interval of 2 minutes up to about 3 x 
lo6 cells/ml. At higher cell concentrations, the curve plateaus due to interference from H20z produced 
by the cells. 
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Spermatozoa Concentration ( 1  o7 cells/ml) 

Fig. 4. Rate of reaction of H20, with spermatozoa from mouse, human, and rabbit sperm as a function 
of cell concentration defined by the linear region of dependence shown in the inset to Figure 3. Experi- 
mental conditions were as described in Figure 3. Regression equation calculated through the origin for 
mouse spermatozoa (+) was y = 153 x (r = 0.99) for the concentration range (0.01-0.2) x lo7 cells/ml. 
For human spermatozoa (0) the equation was y = 36.4 x (r = 0.999) for the concentration range (0.05- 
0.2) x lo7 cells/ml. For rabbit spermatozoa (0) the equation was y = 3 x (r = 0.99) for the concentra- 
tion range (0.04-0.2) x lo7 cells/ml. At low rabbit sperm concentration, the rate of reaction of H202 
with the cells nears the limit of sensitivity of the assay. Each point represents the mean of 10 experi- 
ments. Error bars are the standard deviations. Note that the symbols for each species correspond to those 
in Figures 1 and 2. 

tochrome c. Increasing the cell concentration for a constant incubation time decreases 
the H202 content of the medium in linear manner up to 2 x lo6 cells/ml (Fig. 3, 
inset). At higher cell concentrations, the production of H202 by the cells becomes sig- 
nificant enough to cause the curve to level off. Within the range of linearity with cell 
concentration, the rates of reaction of H202 with rabbit, human, and mouse spermato- 
zoa (Fig. 4) are markedly different and in the direction expected for the results in 
Figures 1 and 2. The slopes of the lines in Figure 3 define a second-order rate constant 
k, with the units ( lo8 cells/ml)-' min-' for the reaction of exogenous H202 with the 
cells, analogous to the constant found for reaction with exogenous O2 [Alvarez and 
Storey, 19851. The rate constants are listed in Table 2, along with the activity of GPX 
and glutathione content of the sperm cells of each of the three species. GPX is the 
major enzyme reactive with H202 in these cells [Holland and Storey, 1981; Alvarez 
and Storey, 1984; Alvarez et al., 19871. Rabbit spermatozoa, which have negligible 
glutathione content, low peroxidase activity, and the lowest value of kp, are the cells 
most resistant to H202, whereas mouse spermatozoa, with the highest glutathione con- 
tent, highest peroxidase activity, and largest value of k,, are the most sensitive to 
immobilization by H202. 
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TABLE 2. Rate Constants kp for Reaction With H202, Activities of Glutathione Peroxidase (GPX), and 
Glutathione Content Comoared in Mouse. Human. and Rabbit Soerm* 

Glutathione 
GPX activity (nmoI/ 10' cells) 

k, 
Species [(lo' cells/ml)-l min-'la (nmol/min - lo8 cells) Total GSSG GSH 

Mouse 194 194 c 15 9 0 f 6  3 3 f 5  57 
Human 46 21.0 f 0.1 6.7 f 0.4 2.8 f 0.2 3.9 
Rabbit 4 4.0 * 0.2 <O.lb - - 

*Glutathione content expressed as GSH equivalents. Total (GSSG + GSH) and GSSG were measured 
as described in Materials and Methods; values represent the mean S.D., n = 10. GSH was calculaed 
as the difference between the total and GSSG. GPX activities represent the mean S.D., n = 10, deter- 
mined at 24°C. 
aObtained from the slopes of the lines in Figure 4, divided by 7.9 pM H,O, used as reactant, as described 
in Materials and Methods. Determinations carried out at  24°C. 
bValue from Holland and Storey [ 19811, confirmed in this study. 

This finding indicated that impairment of the GPX system could have serious 
consequences with regard to lipid peroxidation in both mouse and human sperm. 
Exogenous H,02 could functionally inactivate the system by converting all the intra- 
cellular GSH to GSSG, thereby depriving the peroxidase of the reductant substrate 
needed to reduce lipid hydroperoxides to the far less harmful alcohols. This was shown 
to occur. At 5 mM HzOz, the GSH content of mouse and human sperm was negligible; 
all the glutathione originally in the cells could be accounted for as GSSG. There was 
no loss of GSSG from the cells. 

The effects of rendering the peroxidase nonfunctional in the absence of HzOZ 
could be assessed by inhibition of the enzyme. A suitable inhibitor for mammalian 
sperm GPX was found to be mercaptosuccinate (thiomalate) [Chaudiere et al., 19841, 
as shown in Table 3. With spermatozoa from all three species, 200 pM mercaptosucci- 
nate inhibited the peroxidase by over 90% but had no effect on the reductase. The 

TABLE 3. Effect of Mercaptosuccinate (MCS) on the Enzymatic Activities of Glutathione Reductase 
(GDG), Glutathione Peroxidase (GPX), and on the Rate of Lipid Peroxidation, Expressed as 
Malonaldehvde (MA) Production. in Mouse. Human. and Rabbit Soermatozoa* 

Enzyme activity 
(nmoI/min - 10' cells) Rate of lipid peroxidation 

Species MCS ( P M )  GDR GPX (MA, nmol/hr - 10' cells) 

Mouse 0 117 f 9 194 f 15 0.061 f 0.004 
100 120 f 10 80 f 6 0.75 f 0.04 
200 118 f 11 2.1 f 0.1 1.5 f 0.1 

Human 0 45.0 f 0.4 21.0 f 0.1 0.012 f 0.001 
100 42.0 f 0.3 10.0 f 0.7 0.16 + 0.10 
200 43.0 t 0.3 1.2 f 0.1 0.20 f 0.06 

Rabbit 0 1.0 f 0.1 4.0 * 0.2 0.0057 + 0.0005 
100 1.1 f 0.1 1.6 f 0.1 0.0060 f 0.0006 
200 0.9 f 0.04 0.04 t 0.01 0.0060 0.0010 

*Values represent mean * S.D., n = 10. Enzyme activities and lipid peroxidation rates determined at 
24°C. 
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Fig. 5 .  Effect of 200 pM mercaptosuccinate (MCS) on loss of percent motility in mouse, rabbit, and 
human sperm during aerobic incubation a t  24OC. Symbols for experimental and control points are the 
same as in Figure 1. 

effect of 200 pM mercaptosuccinate on loss of motility in spermatozoa from the three 
species is shown in Figure 5. The effects observed at 100 pM are very similar (data 
omitted for clarity). The loss of motility parallels that observed with exogenous H202 
(Figs. 1, 2). A parallel increase in the rate of lipid peroxidation over controls is also 
observed in the presence of mercaptosuccinate (Table 3). Rabbit spermatozoa showed 
no increase in the rate of peroxidation with the peroxidase inhibitor, consistent with 
the result obtained with exogenous H202 Comparison of the data for peroxidase inhi- 
bition by mercaptosuccinate in Table 3 and for rate of peroxidation in Figure 4 indi- 
cates that 50%-60% inhibition of the peroxidase activity is sufficient to produce a 
tenfold increase in the rate of lipid peroxidation. Endogenous GSH is powerless to 
inhibit the increased rate of peroxidation in the presence of mercaptosuccinate. With 
the peroxidase inhibited, nearly 90% of the glutathone was determined to be GSH. 
This is just the opposite of what is observed in the presence of H202. The redox state of 
the endogenous glutathione in mouse and human sperm under control conditions and 
in the presence of 5 mM H202 or 200 pM mercaptosuccinate is shown in Table 4 for 
convenient comparison. 

DISCUSSION 

In spermatozoa from the three mammalian species examined in this study, sensi- 
tivity to loss of motility from exogenous H202 parallels the activity of the glutathione/ 
GPX enzyme defense system in the cells. In mouse and human sperm, the calculated 
second-order rate constant k,, for the reaction of H202 with the cells seems to be a 
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TABLE 4. Comparison of Total Glutathione, GSSG, and GSH Content of Mouse and Human Sperm in 
the Presence of 5 mM H2O2 and 200 pM Mercaptosuccinate (MCS)* 

Svecies Addition Total GSSG GSH 

Mouse 0 90 f 6 33 f 5 57 
5 mM H202 90 t 5 90 5 0 

200 pM MCS 90 6 2.8 f 0.2 87 

Human 0 6.7 f 0.4 2.8 f 0.2 3.9 

200 /.LM MCS 6.8 r 0.3 0.40 t 0.03 6.4 
5 mM H,O, 6.7 -t 0.3 6.7 f 0.5 0 

*Values represent mean f S.D., n = 10. GSH obtained by difference from determinations of total 
(GSSG + GSH) and GSSG. Content expressed as GSH equivalents. 

reliable indicator of GPX activity (Table 2). The effect of H202 is due to loss of GPX 
function by complete conversion of its substrate GSH to the disulfide GSSG. Direct 
inactivation of the peroxidase by the inhibitor mercaptosuccinate causes the same 
rapid decrease in motility and increase in lipid peroxidation as does H202, even though 
the GSH content of the cells actually increases. Comparison of the effects of 5 mM 
H202 (Fig. 2) and 200 pM mercaptosuccinate (Fig. 4) suggest that GSH, if present in 
the absence of functional peroxidase, has only a minor protective effect. These find- 
ings indicate that both H,02 and mercaptosuccinate provide a convenient means of 
estimating both the activity of GPX and its contribution to enzymatic defense against 
O2 toxicity in mammalian spermatozoa. It was an unexpected, but useful result in this 
regard that mercaptosuccinate is a permeant anion, which can readily enter intact, 
motile spermatozoa. 

The rapid loss of motility in human spermatozoa, brought about by inactivation 
of GPX, requires revision of the conclusion from a previous study [Alvarez et al., 
19871 that SOD activity plays a major role in protecting these cells against peroxida- 
tive damage. The conclusion was based on the observation that SOD activity in human 
sperm samples was highly variable, and that this activity correlated well (r = 0.97) 
with the time to complete loss of motility due to lipid peroxidation in a given sample. 
The times to motility loss varied from 1 to 10 hours for these samples. In contrast, the 
activities of GRFD and GPX, the glutathione content, and the GSH/GSSG ratio 
were remarkably constant in the same samples examined for dismutase activity. These 
samples were all from normal healthy donors, which may explain this constancy. 
From the present study, it is apparent that the glutathione system provides a basal 
defense, without which the superoxide dismutase system would be overwhelmed. The 
glutathione system may be less active in those men with abnormal sperm samples, and 
so measurement of its activity in samples from patients of suspected infertility may 
prove clinically useful. 

Two questions are posed by the insensitivity of rabbit spermatozoa to H202, 
which in turn reflects the minimal activity of the glutathione system. The first is, to 
what extent is H202 itself toxic to mammalian spermatozoa? The answer would seem 
to be that it is virtually nontoxic. Spermatozoa from the three species lack catalase 
[Mann, 19641 and produce H202 at a rate entirely accounted for by the activity of 
their endogenous SOD [Alvarez and Storey, 1982, 1984; Alvarez et al., 19871 with no 
apparent ill effects from this agent. The second related question is, why should the 
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formation and breakdown of endogenous hydroperoxides be sufficiently rapid in 
mouse and human spermatozoa that these cells require the GPX protective system, 
while rabbit spermatozoa do not? The answer would seem to lie in the intrinsic rates of 
superoxide production by the sperm cells of the three species. The average intrinsic 
rate of 0,; production, vktr in rabbit sperm was found to be 0.17 nmollmin- lo8 cells, 
compared to 2.0 nmo1/min-lO8 cells in mouse and 2.1 nmol/min-108 cells in human 
sperm (the range in human sperm for the samples studied was 0.9-7.0 in these units). 
These values were obtained in fresh cells with fully functional SOD. In rabbit sperma- 
tozoa, the maximum value of vint is 1.61 nmol/min- lo8 cells, obtained in the presence 
of 10 mM KCN to block SOD activity. The rabbit sperm SOD activity is thus capable 
of removing nearly 90% of the 0,; produced by the cells. In contrast, the average 
removal in human sperm cells is 75% and in mouse sperm cells only 50%. The intracel- 
lular steady state concentration of 0,; would be expected to be far higher in mouse 
and human spermatozoa, which in turn would mean higher concentrations of its con- 
jugate acid, the very active perhydroxyl radical, H02.  [Gebicki and Bielski, 1981; 
Bielski et al., 19831. The high reactivity of H02 .  in spontaneous lipid peroxidation in 
rabbit spermatozoa has been demonstrated previously [Alvarez et al., 19841. 

From the findings in this and previous studies on the spontaneous lipid peroxida- 
tion in mammalian sperm, a more complete set of the reactions involved in this process 
can be compiled. Spontaneous lipid peroxidation in mammalian sperm, as measured 
by production of malonaldehyde, is a far slower process than peroxidation induced by 
the normally used ascorbate/Fe2+ system [Jones and Mann, 1973,19761. Further, the 
rate of spontaneous lipid peroxidation in unperturbed sperm from all three species, as 
measured by malonaldehyde formation, is of the order of 0.006 to 0.06 nmol/hr-108 
cells (Table l), corresponding to 0.0001 to 0.001 nmol/min-108 cells and is three to 
four orders of magnitude lower than vint, the intrinsic rate of 0,; production. Even 
allowing for yields of 10% to 1% of malonaldehyde from peroxidation breakdown 
products [Pryor and Stanley, 19751, it is evident that, if the superoxide species 0,; 
and H02.  are to contribute to lipid peroxidation, it must be through a process not 
directly related to their rate of production. The simplest explanation for the contribu- 
tion of the superoxide species is relatively rapid formation of lipid hydroperoxide R, 
CHOOH by reaction of H0,  with the allylic CH2 group of an unsaturated acyl or 
alkenyl moiety: 

The initiation reaction (1) has been demonstrated by Bielski et al. [1983]. The 
termination reaction (2) is that expected in the presence of excess 02; over the carbon 
radical; other propagation reactions leading to short chain reactions may also play a 
role [Pryor and Stanley, 1975; Gebicki and Bielski, 1981; Chan, 19871. The rate- 
determining step for malonaldehyde production would be direct reaction of 0, with 
the hydroperoxide by abstraction of a H atom. This reaction is spin forbidden, and so 
would be expected to be slow and have high activation energy [Hamilton, 19741. 
Spontaneous lipid peroxidation in these cells has the very high activation energy of 77 
to 79 kcal/mol, in accord with this expectation [Alvarez and Storey, 19851. The steps 
leading from the reaction product of lipid hydroperoxide and 0, to various products 
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are complex but would inevitably yield malonaldehyde in some constant yield under 
the given set of experimental conditions [Pryor and Stanley, 1975; Chan, 19871. 
Removal of R,CHOOH by the GPX system would keep the steady-state concentra- 
tion sufficiently low to maintain a low rate of peroxidation by this route. Inactivation 
of the GPX system in human and mouse sperm evidently allows the peroxidation rate 
to increase by tenfold and thirtyfold, respectively, presumed to be due to an equivalent 
rise in the R,CHOOH. In rabbit sperm, the steady-state production of R,CHOOH is 
determined by the low concentrations of superoxide species and so remains low. GPX 
has little effect on the rate of spontaneous lipid peroxidation in these cells, presumably 
because it lacks both substrates, R,CHOOH and GSH. 
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Abstract
Purpose: To investigate oxidative damage and antioxidant enzyme status in the liver of guinea pigs exposed to mobile
phone-like radiofrequency radiation (RFR) and the potential protective effects of N-acetyl cysteine (NAC) and
epigallocatechin-gallate (EGCG) on the oxidative damage.
Materials and methods: Nine groups of guinea pigs were used to study the effects of exposure to an 1800-MHz Global
System for Mobile Communications (GSM)-modulated signal (average whole body Specific Absorption Rate (SAR) of
0.38 W/kg, 10 or 20 min per day for seven days) and treatment with antioxidants.
Results: Significant increases in malondialdehyde (MDA) and total nitric oxide (NOx) levels and decreases in activities of
superoxide dismutase (SOD), myeloperoxidase (MPO) and glutathione peroxidase (GSH-Px) were observed in the liver of
guinea pigs after RFR exposure. Only NAC treatment induces increase in hepatic GSH-Px activities, whereas EGCG
treatment alone attenuated MDA level. Extent of oxidative damage was found to be proportional to the duration of exposure
(P5 0.05).
Conclusion: Mobile phone-like radiation induces oxidative damage and changes the activities of antioxidant enzymes in the
liver. The adverse effect of RFR may be related to the duration of mobile phone use. NAC and EGCG protect the liver tissue
against the RFR-induced oxidative damage and enhance antioxidant enzyme activities.

Keywords: Mobile phone radiation, oxidative stress, liver, antioxidants, (-)-epigallocatechin-gallate, N-acetyl cysteine

Introduction

Nowadays, people are voluntarily exposed to radio-

frequency radiation (RFR) by using devices such as

mobile phones and microwave ovens, and also

passively subjected to the radiation due to living or

working in areas near television and radio transmit-

ters and mobile phone base stations. The possible

health effects of RFR have been a concern in the past

decades.

Even though there is no consensus about the non-

thermal effects of RFR exposure below present

guidelines, there is an agreement on the need for

further research particularly on the investigation of

interaction mechanisms. One of the proposed

mechanisms for interaction between RFR and

biological tissues is the formation of free radicals-

molecules with an unpaired electron that may act as

direct targets for the electromagnetic fields, as they

are charged particles (Challis 2005). Free radicals are

normally highly reactive and hence short lived, and

their roles in diseases such as cancer are well

established. Many studies have been carried out to

investigate free radical formation in cells and animals

under the influence of mobile phone radiation

(Irmak et al. 2002, Ayata et al. 2004, Ilhan et al.

2004, Oktem et al. 2005, Ozguner et al. 2005a,

2005b, 2005c, 2006, Köylü et al. 2006, Balci et al.

2007, Guney et al. 2007, Meral et al. 2007, Oral

et al. 2006, Sokolovic et al. 2008).

Free radicals and potent radical derivatives, such as

reactive oxygen species (ROS) and reactive nitrogen

species (RNS) are present in low concentration at

normal states of metabolism in cells and tissues, and

they play a vital role in many biochemical processes

(Dröge 2002, Pacher et al. 2007, Valko et al. 2007).
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Over-production of free radicals may result in

oxidative and nitrosative damages, known as oxida-

tive stress and nitrosative stress (Halliwell and

Gutteridge 1999). Lipid peroxidation is one of the

major consequences of oxidative stress. Malondial-

dehyde (MDA) is the end-product of lipid peroxida-

tion by reactive oxygen species. It is therefore

generally used as a biomarker for the oxidative stress

of an organism (Nair et al. 1986). In nitrosative

stress, nitric oxides (NOx) are produced excessively.

Under such circumstances, NOx produces highly

reactive nitrogen species. Nitric oxide derivatives

(nitrate [NO3], nitrite [NO2] and total level of NOx)

are used as biomarkers of nitrosative stress (Hausla-

den and Stamler 1999). The level of free radical

damage is determined by the balance between the

rate of damage induced and the rate of damage

repaired and removed. The rate at which the damage

is induced is determined by how fast the free radical

species are generated and then inactivated by

antioxidants and endogenous defense agents (Math-

ews et al. 1997). When a free radical gains electron

from an antioxidant, the chain reaction of oxidation

is broken. At this stage, the antioxidants are not

harmful as they have the ability to accommodate the

change in electrons without becoming reactive.

Those that are manufactured within the body of

living organisms are called enzymatic antioxidants.

In addition, excessive free radicals in cells are

removed by enzymatic activities. Superoxide dismu-

tase (SOD) is a class of closely related enzymes that

catalyse the breakdown of the super-oxide anion into

oxygen and hydrogen peroxide. Myeloperoxidase

(MPO) and glutathione peroxidase (GSH-Px) are

in the family of enzymes with peroxidase activity,

the main biological role of these enzymes is to

protect an organism from oxidative damage

(Eberhardt 2000).

Taking antioxidants or eating antioxidant-rich

foods are highly recommended by the physicians as

a health promoter against aging and many diseases

such as cancer (Valko et al. 2007, Lambert et al.

2008). There are also many studies on the protective

effect of different antioxidants against mobile phone

radiation (Ayata et al. 2004, Ilhan et al. 2004, Oktem

et al. 2005, Ozguner et al. 2005a, 2005b, 2005c,

2006, Köylü et al. 2006, Oral et al. 2006, Balci et al.

2007, Guney et al. 2007).

It is well-known that N-acetyl cysteine (NAC) is a

powerful antioxidant that is essential in liver detox-

ification; besides, it is a precursor of glutathione.

Epigallocatechin-Gallate (EGCG), the main active

component of green tea leaves, may provide bene-

ficial health effects, including prevention of cancer,

by protecting cells from oxidative damage from free

radicals (McKenna et al. 2002). Thus, we chose

these antioxidants in the present study to investigate

their protective effects on mobile phone radiation-

induced oxidative stress.

The aim of this research is to study, in the liver of

guinea pigs: (i) Whether exposure to a 1800-MHz

GSM (Global System for Mobile Communications)

mobile phone radiation induces oxidative and

nitrosative stress by determining MDA and NOx,

and activities of the antioxidant enzymes SOD,

GSH-Px and MPO, and (ii) whether treatments

with NAC and EGCG can attenuate mobile-phone

radiation-induced oxidative damage.

To our knowledge, no research on 1800-MHz

GSM mobile phone radiation on oxidative damage

and antioxidant enzyme activities in liver tissue has

been carried out. In addition, this is a unique study

in which NAC and EGCG were used as antioxidants

for reducing the effects of mobile phone radiation.

Materials and methods

Animals

The experimental protocol was reviewed and ap-

proved by the Laboratory Animal Care Committee of

the Gazi University, Ankara, Turkey. All the animal

procedures were performed in accordance with the

approved protocol. Adult male guinea pigs (approxi-

mately 14-week-old, weighing 250–300 g) were

obtained from the Public Health Institute, Ankara,

Turkey. Before the experiment, animals were

adapted to the laboratory conditions for two weeks.

Since placing more than one animal in a cage could

create a stress factor, only one animal was placed in a

cage during mobile phone radiation and sham

exposure. All the animals were kept at an ambient

temperature of 238C and a relative humidity of

50%. A 12-h light/night cycle (light on 07:00–

19:00 h) was set up and the animals were fed a

standard laboratory chow and carrot, and provided

with water ad libitum.

Exposure conditions

Exposure level and quality control

GSM-like signals at 1800 MHz were produced by

using a signal generator (Agilent Technologies

8648C, 9 kHz–3.2 GHz, Santa Clara, USA) with

an integrated pulse modulation unit and a horn

antenna (Schwarzbeck, Doppelsteg Breitband Horn

antenna BBHA 9120 L3F, 0.5–2.8 GHz, Schönau,

Germany) in a shielded room. The generated power

was controlled by a spectrum analyser (Agilent

Technologies N9320A, 9 kHz–3 GHz, Santa Clara,

USA) integrated to the signal generator. The signals

were amplitude-modulated by rectangular pulses

with a repetition frequency of 217 Hz and a duty

936 E. Ozgur et al.



cycle of 1:8 (pulse width 0.576 ms), corresponding

to the dominant modulation component of the

GSM.

The signals were controlled by means of a

spectrum analyser connected to the signal generator,

and a electromagnetic radiation meter (EMR 300

meter with type 26.1 probe, NARDA Safety Test

Solutions, Pfullingen, Germany) were used for

measurement of the output radiation. Measurements

were taken during the entire experiment and the data

were saved in a computer which was connected to

the device via a fiber optic cable. The average whole

body specific absorption rate (SAR) was estimated to

be 0.38 W/kg using the Finite Domain of Time

Difference (FDTD) method (Taflove and Hagness

2005).

Ten identical cages were used in order to provide

the same exposure conditions for every animal.

Cages were made of Plexiglas (86 106 18 cm)

with ventilation holes. Animals were placed in

individual cages just at the beginning of exposure

in order to reduce stress.

Grouping of animals

Ninety-six male guinea pigs were randomly divided

into nine groups. Twelve animals were included in

each of the three sham-exposed groups (Groups I–III

described below). In each of these groups, six

animals were subjected to 10-min sham exposure

and the other six for 20-min sham exposure. Ten

animals were used in each of the other six treatment

groups that included animals that received daily RFR

exposure of 10 or 20 min, and treatments with the

antioxidants NAC or EGCG. All animals were

injected intraperitoneally either with 1 ml saline or

1 ml antioxidant solution, NAC or EGCG, then they

were returned to their home cages for 30 min before

starting the exposure procedures. Our previous

experience shows that this allows time for the

antioxidants to become effective and the animals to

recover from the stress of injection (Güler et al.

2008, 2009). NAC solutions were purchased and

prepared in an ampule containing 300 mg of NAC

dissolved in 3 ml of sterile water with 3 mg of

sodium ethylenediaminetetraacetic acid (EDTA)

and 73 mg of sodium hydroxide (NaOH)

(73 mg), (Hüsnü Arsan Medicine, _Istanbul, Tur-

key). The amount of NAC administrated to

animals was proportional to their individual

weights (300 mg/kg). 300 mg/3 ml solution was

diluted according to the animals’ weight and

applied to them. EGCG was dissolved in distilled

water at 5 mg/ml (Sigma-Aldrich Corp, St Louis,

MO, USA). The amount of EGCG in 1 ml

solution was proportional to the animals’ weight

(12.5 mg/kg).

Group I: Sham/saline. Daily for seven days, 1 ml of

isotonic saline solution was injected intraperitoneally

into each animal. They were then kept individually in a

cage for either 10 (n¼ 6) or 20 (n¼ 6) minutes without

exposure to RFR. These animals served as sham-

exposed injection-controls.

Group II: Sham/NAC. 1 ml NAC solution (300 mg/kg)

was injected intraperitoneally into each animal daily for

seven days. Guinea pigs were then kept in individual

cages for either 10 or 20 min without RFR exposure.

Group III: Sham/EGCG. 1 ml EGCG solution

(12.5 mg/kg) was injected intraperitoneally into each

animal daily for seven days. Animals were then kept in

individual cages for either 10 or 20 min without RFR

exposure

Group IV: 10-min RFR-exposure/saline. Daily for seven

days, 1 ml of isotonic saline solution was injected

intraperitoneally into each animal at 30 min before a

daily 10-min RFR exposure.

Group V: 20-min RFR-exposure/saline. Daily for seven

days, 1 ml of isotonic saline solution was injected

intraperitoneally into each animal at 30 min before a

daily 20-min RFR exposure.

Group VI: 10-min RFR-exposure/NAC. Daily for seven

days, 1 ml NAC solution (300 mg/kg) was injected

intraperitoneally into each animal at 30 min before a

daily 10-min exposure to RFR.

Group VII: 20-min RFR-exposure/NAC. Daily for

seven days, 1 ml NAC solution (300 mg/kg) was

injected intraperitoneally into each animal at 30 min

before a daily 20-min exposure to RFR.

Group VIII: 10-min RFR-exposure/EGCG. Daily for

seven days, 1 ml EGCG solution (12.5 mg/kg) was

injected intraperitoneally into each animal at 30 min

before a daily 10-min RFR exposure.

Group IX: 20-min RFR-exposure/EGCG. Daily for

seven days, 1 ml EGCG solution (12.5 mg/kg) was

injected intraperitoneally into each animal at 30 min

before a daily 20-min RFR exposure.

After the last exposure on Day 7, guinea pigs were

anaesthetised by ketamine (40 mg/kg, Intramuscular

[IM]) and xylazine (10 mg/kg, IM). They were then

killed by decapitation. Following this, liver tissues

were obtained immediately for biochemical analyses.

The specimens were rinsed with ice-cold buffered

saline to remove blood and then stored at7858C for

assay later.

Determination of MDA levels

MDA level in liver tissue was determined according

to the spectrophotometric method of Cassini et al.
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(1986). Lipid peroxidation was quantified by mea-

suring the formation of thiobarbituric acid reactive

substances (TBARS). Liver samples weighing

100 mg were homogenised (Disperser T10 basic

D-79219, IKA-WERKE, Staufen, Germany) in nine

volumes of cold 10% Trichloroacetic acid (TCA)

solution and the homogenate was centrifuged (Mikro

22/22R, Hettich-Zentrifugen GmbH & Co, Tuttlin-

gen, Germany) for 15 min at 3,000 g at 48C. The

supernatants were then transferred to glass test tubes

containing 0.375% (w/v) thiobarbituric acid and

0.02% (w/v) butylated hydroxytoluene to prevent

further peroxidation of lipids during the subsequent

steps. The samples were then heated for 15 min at

1008C in a boiling water bath (Stuart Orbital Shaker,

Bibby Scientific Ltd, Staffordshire, UK), cooled and

centrifuged to remove the precipitant. The relative

absorbance values of each sample were determined at

532 nm (Ultraviolet [UV]- 1601 Shimadzu spectro-

photometer, Chiyoda-ku, Japan).

Determination of NOx levels

NOx levels, stable end-products of nitric oxide, in

liver tissues were determined by the Griess reaction

(Green et al. 1982). Tissue samples (150–200 mg)

were homogenised in five volumes of phosphate

buffer (pH 7.5) and centrifuged at 2,000 g for 5 min

at 48C. To the supernatant (0.5 ml), 0.25 ml of

0.3 M NaOH was added. After incubation for 5 min

at room temperature, 0.25 ml of 10% (w/v) zinc

sulfate (ZnSO4) was added for deproteinisation. This

mixture was then centrifuged at 14,000 g for 5 min

and supernatants were used for the Griess assay.

Nitrate levels in tissue homogenates were deter-

mined at 540 nm spectrophotometrically based on

the reduction of NO3 to NO2 by vanadium (III)

chloride (Miranda et al. 2001). Sodium nitrite and

nitrate solutions (1, 10, 50, 100 mM) were used as

standards.

Determination of SOD activity

Total (Cu-Zn and Mn) SOD activity was determined

according to the method of Sun et al. (1988) with a

slight modification by Durak et al. (1993). The

principle of this method is based on the inhibition of

nitrobluetetrazolium (NBT) reduction by the

xanthine/xanthine oxidase system as a superoxide

generator. Activity was assessed in the ethanol phase

of the supernatant, after 1.0 ml ethanol/chloroform

mixture (5/3 v/v) was added to the same volume of

sample and centrifuged at 18,000 g for 60 min at

48C. The conversion of NBT to formazan was

determined at 560 nm spectrophotometrically. One

unit of SOD was defined as the enzyme amount

causing 50% inhibition in the NBT reduction rate.

Medium blue colour was an index of both the

presence of SOD and the rate of O2 consumption.

Activity was expressed as units per gram protein

(Ug71). Protein concentration was assayed by the

method of Lowry et al. (1951).

Determination of GSH-Px activity

Tissue GSH-Px activity was measured by the method

of Paglia and Valentine (1967). Liver tissues were

homogenised in phosphate-buffer saline (pH 7.0) at

48C. Homogenates were centrifuged at 10,000 g for

10 min and supernatants were used to measure the

GSH-Px activity. Each sample (5 ml) was incubated

for 10 min at 378C in a 495 ml incubation mixture

containing (50 ml of 100 mM potassium phosphate

buffer (PPB) (pH 7.0), 5 ml of 100 mM reduced

glutathione (GSH), 10 ml of 200 mM EDTA, 5 ml of

400 mM sodium azide (NaN3), 50 ml of 2 mM

nicotinamide adenine dinucleotide phosphate

(NADPH), 325 ml of distilled water and 50 ml

glutathione reductase (GR) (10 U/mg). After the

10-min incubation period, the reaction was initiated

by addition of 5 ml of a 10 mM hydrogen peroxide

(H2O2) solution. The rate of change of absorbance

during the conversion of NADPH to NADPþwas

recorded spectrophotometrially at 340 nm. GSH-Px

activity was expressed as mmol of NADPH oxidised

to NADPþ per min per mg tissue protein. Protein

concentration was determined by the method of

Lowry et al. (1951).

Determination of MPO activity

Tissues weighing 300 mg were homogenised in

700 ml of 20 mM PPB (pH 7.4) for 60 sec and the

homogenates were centrifuged for 15 min at 20,000

g at 48C. The supernatant was discarded, and the

pellet was re-suspended in 500 ml of 50 mM PPB

(pH 6.0) containing 0.5% hexadecyltrimethylammo-

nium bromide (HETAB) and 0.146% EDTA. The

re-suspended homogenates were then frozen

(7208C), and melted in room temperature, then

sonicated for 30 sec, incubated for 2 h in a water

bath (608C), and then centrifuged at 12,500 g at 48C
for 30 min. The supernatants were used for MPO

assay.

MPO activity was assessed by measuring the

H2O2-dependent oxidation of o-dianisidin. One unit

(U) of enzyme activity was defined as the amount of

MPO present that caused a change in absorbance of

1.0/min at 410 nm and 378C (Hillegass et al. 1990).

Statistical analysis

Statistical analysis was carried out by using the SPSS

software (SPSS 11.5 for windows, SPSS Inc.,
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Chicago, USA). All results were expressed as mean

and standard error of the mean (SEM). The non-

parametric Kruskal-Wallis test was applied to

evaluate differences among all groups, whereas

difference between two groups was evaluated by the

Mann-Whitney U-test. A difference at P5 0.05 was

considered statistically significant.

Results

The results and the assessment of significance are

presented in Tables I and II, and Figures 1–5. In the

sham-exposed groups (Groups I, II, and III), there

was no significant difference between 10- and 20-

min sham exposures, therefore, their data were

combined and used for data analysis.

Data on free radical levels

Concentrations of MDA and total NO increased

significantly in all RFR-exposed groups (Group IV:

10-min RFR-exposure/saline; Group V: 20-min

RFR-exposure/saline; Group VI: 10-min RFR-

exposure/NAC; Group VII: 20-min RFR-exposure/

NAC; Group VIII: 10-min RFR-exposure/EGCG;

Group IX: 20-min RFR-exposure/EGCG) compared

to control (Group I: Sham/saline) (P5 0.05).

In addition, MDA levels of 20-min exposure

group (Group V: 20-min RFR-exposure/saline) were

significantly higher when compared with those of the

10-min exposure group (Group IV: 10-min RFR-

exposure/saline) (P5 0.05). EGCG treatment atte-

nuated the effect on MDA levels in the 10-min

exposure group (Group VIII: 10-min RFR-exposure/

EGCG compared to Group IV: 10-min RFR-

exposure/saline, P5 0.05). Furthermore, NAC

(Group VII: 20-min RFR-exposure/NAC) and

EGCG (Group IX: 20-min RFR-exposure/EGCG)

treatments significantly attenuated the effects of RFR

on MDA in the 20-min exposure group (Group V:

20-min RFR-exposure/saline) (P5 0.05).

A significantly larger increase in total NOx level

was observed in the 20-min RFR-exposure group

(Group V: 20-min RFR-exposure/saline) than in the

10-min exposure group (Group IV: 10-min RFR-

exposure/saline). EGCG-treatment (Group IX:

Table I. Effect of 1800-MHz mobile phone-like radiation exposure and treatments with the antioxidants N-acetyl cysteine (NAC) and

epigallocatechin-gallate (EGCG) on guinea pig hepatic levels of malondialdehyde (MDA), nitrite (NO2), nitrate (NO3), and total level of

nitric oxide (NOx).

Group MDA (nmol/g) NO2 (mmol/g) NO3 (mmol/g) NOx (mmol/g)

I. Sham/saline 19.5+ 1.9 59.3+4.0 293.4+9.8 352.7+ 12.3

II. Sham/NAC 19.5+ 0.6 71.1+7.8 275.7+13.9 346.9+ 10.1

III. Sham/EGCG 15.5+ 0.4a 55.9+3.8 284.8+10.2 340.7+ 9.4

IV. 10-min RFR-exposure/saline 51.8+ 2.1a 64.5+4.9 354.7+14.5a 419.1+ 16.4a

V. 20-min RFR-exposure/saline 59.4+ 2.5a b 87.0+13.3 440.5+8.6ab 527.4+ 13.4ab

VI. 10-min RFR-exposure/NAC 45.7+ 0.5a 61.6+5.4 366.0+27.7a 434.3+ 30.0a

VII. 20-min RFR-exposure/NAC 45.8+ 3.6a c 79.8+3.4a 456.6+10.5a 536.4+ 11.1a

VIII. 10-min RFR-exposure/EGCG 39.2+ 2.0a b 85.4+11.3a 374.8+18.0a 460.2+ 20.0a

IX. 20-min RFR-exposure/EGCG 50.6+ 1.6ac 68.0+7.2 354.9+9.0a c 422.8+ 14.3ac

Data are mean+SEM (n¼12 in Group I, II and III; n¼10 for the other groups). aP50.05, when each group was compared with controls

(Group I). bP5 0.05, when Group IV was compared with Group V, Group VI and Group VIII. cP5 0.05, when Group V was compared

with Group VII and Group IX.

Table II. Effect of 1800-MHz mobile phone-like radiation exposure and treatments with the antioxidants N-acetyl cysteine (NAC) and

epigallocatechin-gallate (EGCG) on superoxide dismutase (SOD), glutathione peroxidase (GSH-Px) and myeloperoxidase (MPO) activities

in guinea pig liver tissue.

Group SOD (U/g protein) GSH-Px (U/g protein) MPO (U/g protein)

I. Sham/saline 38.7+ 0.8 31.1+0.6 29.4+ 1.0

II. Sham/NAC 38.8+ 1.6 34.5+1.0a 28.8+ 1.5

III. Sham/EGCG 30.2+ 1.8a 29.6+1.6 27.1+ 0.4

IV. 10-min RFR-exposure/saline 26.4+ 1.1a 26.8+1.3a 24.9+ 1.2a

V. 20-min RFR-exposure/saline 29.7+ 0.7a 27.7+0.7a 24.8+ 0.7a

VI. 10-min RFR-exposure/NAC 25.6+ 2.8a 24.8+1.4a 23.6+ 1.9a

VII. 20-min RFR-exposure/NAC 16.5+ 0.9a c 26.5+0.6a 23.1+ 0.8a

VIII. 10-min RFR-exposure/EGCG 22.2+ 1.2a 25.8+1.3a 25.1+ 1.1a

IX. 20-min RFR-exposure/EGCG 20.3+ 1.1a c 26.7+1.2a 24.4+ 1.3a

Data presented are mean+SEM (n¼12 in Group I, II and III; n¼ 10 for the other groups). aP5 0.05, when each group was compared

with controls (Group I). bP50.05, when Group IV was compared with Group V, Group VI and Group VIII. cP5 0.05, when Group V was

compared with Group VII and Group IX.

Antioxidant treatment on mobile phone-induced damage 939



20-min RFR-exposure/EGCG) significantly attenu-

ated the effect on NOx level in the 20-min RFR-

exposure group (Group V: 20-min RFR-exposure/

saline) (P5 0.05).

MDA level of sham-EGCG administrated group

(Group III: Sham/EGCG) decreased (P5 0.05)

when compared to Sham/saline group (Group I:

Sham/saline), while it was increased in all other

groups.

Data on antioxidant enzyme levels

SOD, MPO and GSH-Px activities for all exposure

groups were also decreased significantly when

Figure 1. Effect of 1800-MHz mobile phone-like radiation

exposure and treatments with the antioxidants N-acetyl cysteine

(NAC) and epigallocatechin-gallate (EGCG) on guinea pig

hepatic malondialdehyde (MDA) levels (nmol/g). Group I:

Sham/saline; Group II: Sham/NAC; Group III: Sham/EGCG;

Group IV: 10-min RFR-exposure/saline; Group V: 20-min RFR-

exposure/saline; Group VI: 10-min RFR-exposure/NAC; Group

VII: 20-min RFR-exposure/NAC; Group VIII: 10-min RFR-

exposure/EGCG; Group IX: 20-min RFR-exposure/EGCG. Data

presented are mean+SEM (n¼ 12 in Group I, II and III; n¼10

for the other groups). aP50.05, when each group was compared

with controls (Group I). bP50.05, when Group IV was compared

with Group V, Group VI and Group VIII. cP5 0.05, when Group

V was compared with Group VII and Group IX.

Figure 2. Effect of 1800-MHz mobile phone-like radiation

exposure and treatments with the antioxidants N-acetyl cysteine

(NAC) and epigallocatechin-gallate (EGCG) on guinea pig

hepatic total level of nitric oxide (NOx) (summation of nitrite

(NO2) and nitrate (NO3)) levels (mmol/g). Group I: Sham/saline;

Group II: Sham/NAC; Group III: Sham/EGCG; Group IV: 10-

min RFR-exposure/saline; Group V: 20-min RFR-exposure/saline;

Group VI: 10-min RFR-exposure/NAC; Group VII: 20-min RFR-

exposure/NAC; Group VIII: 10-min RFR-exposure/EGCG;

Group IX: 20-min RFR-exposure/EGCG. Data presented are

mean+SEM (n¼ 12 in Group I, II and III; n¼10 for the other

groups). aP50.05, when each group was compared with controls

(Group I). bP5 0.05, when Group IV was compared with Group

V, Group VI and Group VIII. cP50.05, when Group V was

compared with Group VII and Group IX.

Figure 3. Effect of 1800-MHz mobile phone-like radiation

exposure and treatments with the antioxidants N-acetyl cysteine

(NAC) and epigallocatechin-gallate (EGCG) on superoxide

dismutase (SOD) activities (U/g protein) in guinea pig liver tissue.

Group I: Sham/saline; Group II: Sham/NAC; Group III: Sham/

EGCG; Group IV: 10-min RFR-exposure/saline; Group V: 20-

min RFR-exposure/saline; Group VI: 10-min RFR-exposure/

NAC; Group VII: 20-min RFR-exposure/NAC; Group VIII: 10-

min RFR-exposure/EGCG; Group IX: 20-min RFR-exposure/

EGCG. Data presented are mean+SEM (n¼12 in Group I, II

and III; n¼10 for the other groups). aP50.05, when each group

was compared with controls (Group I). cP50.05, when Group V

was compared with Group VII and Group IX.

Figure 4. Effect of 1800-MHz mobile phone-like radiation

exposure and treatments with the antioxidants N-acetyl cysteine

(NAC) and epigallocatechin-gallate (EGCG) on glutathione

peroxidase (GSH-Px) activities (U/g protein) in guinea pig liver

tissue. Group I: Sham/saline; Group II: Sham/NAC; Group III:

Sham/EGCG; Group IV: 10-min RFR-exposure/saline; Group V:

20-min RFR-exposure/saline; Group VI: 10-min RFR-exposure/

NAC; Group VII: 20-min RFR-exposure/NAC; Group VIII: 10-

min RFR-exposure/EGCG; Group IX: 20-min RFR-exposure/

EGCG. Data presented are mean+SEM (n¼12 in Group I, II

and III; n¼10 for the other groups). aP50.05, when each group

was compared with controls (Group I).
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compared to Group I: (Sham/saline) (P5 0.05).

SOD activities in Group VII: (20-min RFR-expo-

sure/NAC) and Group IX: (20-min RFR-exposure/

EGCG) were significantly less with respect to Group

V: (20-min exposure with saline injection). However,

NAC and EGCG treatments did not significantly

reversed the effect of RFR exposure on GSH-Px and

MPO activities. GSH-Px activities were significantly

increased only in Group II: (Sham/NAC) when

compared to Group I: (Sham/saline).

Discussion and conclusion

Due to the widespread use of wireless devices with

technological developments, people are exposed to

RFR at different frequencies and strengths for long

duration, which may lead to adverse health effects.

An important tool for wireless telecommunication is

the mobile phone which has become an important

part of daily life. In addition to genetic (Lai and

Singh 1996, Verschaeve 2009), immunologic (Gatta

et al. 2003, Nasta et al. 2006), reproduction and

developmental effects (Fejes et al. 2005, Agarwal

et al. 2008, Desai et al. 2009, Güler et al. 2010,

Tomruk et al. 2010), one of the intriguing subjects

for research on adverse health effects of mobile

phone radiation is oxidative damages to nucleic

acids, lipids, and proteins, which is implicated in the

genesis of diseases including cancer.

GSM, the most popular standard for mobile

phones in the world, operates in a number of

different frequency ranges. Although the third-

generation GSM networks are starting to operate

with simultaneous use of speech and data services at

higher data rates, most countries are still using GSM

networks operating in the 900-MHz and 1800-MHz

bands. There are many studies on the effects of 900-

MHz RFR on free radicals and antioxidant enzyme

activities (Irmak et al. 2002, Ayata et al. 2004, Ilhan

et al. 2004, Oktem et al. 2005, Ozguner et al. 2005a,

2005b, 2005c, 2006, Köylü et al. 2006, Oral et al.

2006, Balci et al. 2007, Guney et al. 2007, Meral

et al. 2007, Sokolovic et al. 2008). However, the

effects of 1800-MHz RFR on free radical and

antioxidant enzyme levels have not been published

yet.

This study was planned to investigate the influence

of exposure to mobile phone like radiation in the

1800-MHz band for 10 min and 20 min a day for

seven days on free radical and antioxidant enzyme

levels in the liver tissue. MDA, marker of lipid

peroxidation and NO and its derivatives were studied

to analyse hepatic oxidative and nitrosative damages.

SOD, GSH-Px and MPO, enzymatic antioxidants

that play protective roles in healthy individuals by

preventing oxidant-mediated damage, were also

studied. In addition, the protective effects of the

antioxidants NAC or EGCG were investigated.

The reason for investigating the effects of mobile

phone radiation on hepatic free radical activity was

that the liver, which has a number of functions in the

body, including glycogen storage, decomposition of

red blood cells and plasma protein synthesis, plays a

vital role in metabolism. In addition to this metabolic

role, detoxification processes take place in the liver,

during which metabolic toxic substances are re-

moved from the body.

RFR absorption in tissues is directly related to the

dielectric properties and the conductivity of tissues.

Besides the brain, tissues like those of the liver, lung

and kidney, that contain large amounts of water,

have greater conductivity than the ones that contain

less water, such as the bone and adipose tissue. For

instance, liver conductivity (0.98 S/m) is nearly

twenty times higher than the conductivity of bone

(0.05 S/m) in 1 GHz frequency (Foster and Schwan

1996). During whole-body exposure, tissues having

higher conductivity absorb RFR more than the

others. In vivo studies have reported that 900-MHz

RFR affected free radical formation and antiox-

idant status in the brain (Ilhan et al. 2004, Köylü

et al. 2006, Meral et al. 2007, Sokolovic et al.

2008), skin (Ayata et al. 2004), kidney (Oktem

et al. 2005, Ozguner et al. 2005a, 2005b),

endothelium (Oral et al. 2006, Guney et al.

2007), eye (Ozguner et al. 2006, Balci et al.

2007), heart (Ozguner et al. 2005c), and serum

(Irmak et al. 2002). Thus, there is ample evidence

that 900-MHz RFR can cause biological changes

associated in tissues that have high electrical

conductivity.

Figure 5. Effect of 1800-MHz mobile phone-like radiation

exposure and treatments with the antioxidants N-acetyl cysteine

(NAC) and epigallocatechin-gallate (EGCG) on myeloperoxidase

(MPO) activities (U/g protein) in guinea pig liver tissue. Group I:

Sham/saline; Group II: Sham/NAC; Group III: Sham/EGCG;

Group IV: 10-min RFR-exposure/saline; Group V: 20-min RFR-

exposure/saline; Group VI: 10-min RFR-exposure/NAC; Group

VII: 20-min RFR-exposure/NAC; Group VIII: 10-min RFR-

exposure/EGCG; Group IX: 20-min RFR-exposure/EGCG. Data

presented are mean+SEM (n¼ 12 in Group I, II and III; n¼10

for the other groups). aP50.05, when each group was compared

with controls (Group I).
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In this study, we have found that lipid peroxidation

and nitrosative stress increased in the liver tissue of

guinea pigs exposed to 1800-MHz mobile phone

radiation with a decrease in the activity of the

antioxidant enzymes SOD, GSH-Px and MPO. We

also found that 20-min daily exposure is more

effective than 10-min exposure.

There is still no consensus among the scientists

about the validity of the hypotheses for the interac-

tion mechanism of RFR with living tissues (Michael-

son and Elson 1996). There are reviews on the

biophysical mechanisms of RFR which may take

place through either thermal or non-thermal me-

chanism (Schwan and Foster 1980, Adair 2003,

Belyaev 2005, Challis 2005). Thermal mechanisms

are those resulting from the temperature change of

the tissue caused by the RFR. Non-thermal mechan-

isms are those that are not directly associated with

this temperature change but rather to some other

change produced in the tissue by RFR (Challis

2005). Adair (2003) examined important special

cases of electromagnetic interactions: ‘Direct’ inter-

actions where biology is modified simply by the

motion of charged elements generated by the electric

field; resonance interactions; the effects of electro-

strictive forces and induced dipole moments; and

modifications of radical pair recombination prob-

abilities. He claims that it is unlikely that low

intensity fields below the thermal levels generate

significant physiological consequences. On the other

hand, Belyaev suggests that the physical mechanisms

of the non-thermal microwave effects must be based

on quantum-mechanical approach and physics of

non-equilibrium and non-linear systems. He also

discusses that one of the interaction mechanisms of

RFR with biological matter is the biochemical

mechanism that is based on the responses caused

by activating secondary chemical messengers such as

ions, radicals or molecules (Belyaev 2005). Some

other researchers have also hypothesised a possible

role of free radicals in this process, and proposed

mathematical models explaining how the weak

electromagnetic fields could impair radical re-com-

bination, thus increasing the generation of the free

radicals (Grissom 1995, Timmel et al. 2001, Ferreira

et al. 2006). Friedman et al. (2007) also recently

reported a free radical related mechanism through

which mobile phones affect the expression of

proteins. Moreover, the radical pair mechanism

explained by Woodward et al. (2001) was developed

theoretically for radiofrequency magnetic field

exposure.

In support of the free radical hypothesis, many

researchers have reported that treatment with anti-

oxidants could attenuate the effects of RFR. Anti-

oxidants studied included vitamin C (Oral et al.

2006, Balci et al. 2007, Guney et al. 2007), vitamin E

(Oral et al. 2006, Guney et al. 2007), caffeic acid

phenethyl ester (Ozguner et al. 2005a, 2005b, 2005c,

2006), melatonin (Lai and Singh 1997, Ayata et al.

2004, Oktem et al. 2005, Ozguner et al. 2005a, 2006,

Köylü et al. 2006) Ginkgo Biloba (Ilhan et al. 2004),

and N-tert-butyl-a-phenylnitrone (Lai and Singh

1997).

Numerous studies have demonstrated that NAC

and EGCG can also inhibit oxidative stress induced

by different stimuli. Mansour et al. (2008) showed

that pretreatment with NAC prevented the damage

induced by ionising radiation and significantly

decreased the levels of MDA, NOx, and increased

the levels of antioxidant enzymes and GSH level.

Yildirim et al. (2005) reported that NAC signifi-

cantly prevented increases in nitric oxide and

malondialdehyde levels and increased the glu-

tathione peroxidase activity produced by bleomycin

toxicity in the lung tissue. Majano et al. (2004)

documented that NAC treatment in human hepato-

cytes modulated NO synthase expression and Nu-

clear factor-kappaB activity, the key responses of

hepatocytes to inflammatory mediators. Further-

more, Alvarez et al. (2002) reported that EGCG is

capable of modulating free radical production during

the respiratory burst of the rat peritoneal macro-

phages by acting as a superoxide anion scavenger.

Chan et al. (1997) reported that EGCG reduces NO

production by reduction of inductible nitric oxide

synthase (iNOS) gene expression and inhibition of

iNOS enzyme activity in cell culture. However, our

present study is the first study in which NAC and

EGCG are found to be antioxidants working against

mobile phone-like radiation.

We determined in a previous study that both NAC

and EGCG treatments were effective in suppressing

the oxidative stress caused by Extremely Low

Frequency (ELF) electric fields (Güler et al. 2008).

The results of that study indicated a significant

increase in the levels of oxidant products (MDA,

NO3, NO2, NOx), and a significant decrease in

antioxidant enzyme (SOD, GSH-Px and MPO)

activities. It was also found that the individual or

combined application of NAC and EGCG resulted

in the reduction of oxidative stress prior to ELF

electric field application (Güler et al. 2008). Con-

sistent results were found in the present study that

demonstrated a significant decrease in hepatic SOD,

GSH-Px and MPO activities in the groups that were

only exposed to mobile phone radiation compared

with the sham/saline group (P5 0.05). Both SOD

and GSH-Px enzymes are mainly responsible for

preventing cellular damage by oxidants and oxidative

stress (Valko et al. 2007). Significant reduction in the

activities of antioxidant enzymes (GSH-Px and

SOD) in RFR-exposure groups as compared with

the Sham/saline group was found in accordance with
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the increased MDA and NO levels in these groups.

We propose that the significant decrease in SOD and

GSH-Px activities (P5 0.05) could be due to their

utilisation by the enhanced production of ROS and

oxidative inactivation of enzyme protein by ROS

generation. It has been shown that moderate levels of

ROS can induce an increase in antioxidant enzyme

activities, whereas very high levels of these reactants

were shown to decrease the activities of antioxidant

enzymes (Warner et al. 2004). Furthermore, the

decrease in GSH-Px activity in RFR exposure may

be due to a depletion of its co-substrate, i.e., GSH

and NADPH. Additionally, the depletion of the

enzyme substrates and/or the downregulation of

transcription and translation processes would lead

to the changes in SOD and GSH-Px activities (Misra

and Fridovich 1972, Meister 1994). We believe that

the utilisation of SOD increases if the MDA level

increases. This conjecture is supported by our

observations that MDA level of 20-min RFR

exposure/NAC group (Group VII) and 20-min

RFR exposure/EGCG group (Group IX) were

significantly lower than the level of 20 min RFR

exposure group (Group V) (P5 0.05), and the SOD

levels were lower in the antioxidant treated groups

(Group VII and IX) than the 20-min RFR exposure

group (Group V) (P5 0.05).

This study also demonstrated that treatment with

EGCG or NAC markedly decreased lipid peroxida-

tion and nitrite oxide levels and affected the

antioxidant status in animals exposed to mobile

phone radiation. Results also revealed that antiox-

idant administration have different impacts on

different parameters. For instance, EGCG is more

effective than NAC on the MDA level, but GSH-Px

activity responded to NAC administration.

To conclude, the outcome of the present study

indicates that exposure to a mobile phone-like

radiation was associated with increases in free

radical production and lipid peroxidation in guinea

pig liver. In addition, it decreased activities of

antioxidant enzymes in liver tissue with larger

effect observed at longer duration of exposure.

Furthermore, treatment with EGCG or NAC may

provide protection against oxidative and nitrosative

stress-induced liver injury caused by RFR. We aim

to design a future study to research the oxidative

effects of both RFR and ELF field on other tissues

beside the liver.
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1. Introduction 

The antitumour antibiotic bleomycin binds to and 
degrades DNA both in vivo and in vitro. This damaging 

activity has been shown to be dependent on the che- 

lation of ferrous ions, which under aerobic conditions 
leads to the formation of the hydroxyl radical [ 1,2]. 
This damage can be measured by the release of mal- 
ondialdehyde (MDA) which reacts with thiobarbituric 

acid (TBA) to give the chromogenic MDA-TBA ad- 

duct [3]. Ironcatalysed autoxidation of polyunsatu- 
rated fatty acids results in the formation of numerous 

lipid peroxides and longchain aldehydes. When sub- 
jected to acid conditions and heating during the TBA 
test these decompose to give malondialdehyde and 
the same MDA-TBA adduct. Metal-ion catalysed per- 
oxidation of phospholipid like that of bleomycin 
iron damage to DNA has been shown to involve reduc- 
tion intermediates of dioxygen [4]. Unlike bleomy- 
cir-iron-mediated damage to DNA, which takes only 
minutes, lipid peroxidation is a slower autocatalytic 

reaction characterised by a long induction period 
during which changes do not appear to take place. 

Previous studies have shown that the antioxidant 
propyl gallate greatly enhances bleomycin-iron- 
dependent damage to DNA resulting in the increased 
formation of the MDA-TBA adduct [5]. This work 
has now been extended to examine the effect of a 
variety of water-soluble mono-, di- and trihydroxy- 

phenols on the iron-catalysed free radical damage to 
lipids and DNA resulting in the formation of the 
MDA-TBA adduct. Phenols with reducing properties 
inhibited lipid peroxidation but greatly enhanced 
bleomycin-iron-dependent damage to DNA. One 
possible implication of this finding is that the clinical 
administration of phenolic compounds with reducing 
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properties could potentiate the tumour damaging 
properties of the drug bleomycin while at the same 
time protecting normal lipid membranes from delete- 
rious free radical damage. 

2. Materials and methods 

2.1. Reagents 
Bathophenanthroline sulphonate, nitro blue tetra- 

zolium (NBT) D,L-dihydroxyphenyl alanine (DOPA), 
L-adrenaline, catechol, phloroglucinol, L-tyrosine and 
DNA calf thymus type 1 were obtained from Sigma 

Chemical Co. Bleomycin sulphate complex was from 
Lundbeck Ltd. All other chemicals were of the highest 

grades available and obtained from BDH Ltd. 

2.2. Peroxidation of phospholipid 
The phospholipid and liposomes were prepared as 

in [6], the latter were used as a substrate for the lipid 
peroxidation studies. Phospholipid (5 mg/ml) was 

vortex-mixed with 0.15 M NaCl, buffered to pH 7.4 
with sodium hydrogen carbonate, for 2 min and the 

preparation allowed to swell for 1 h at 4°C under ni- 
trogen. Incubation mixtures consisted of 0.5 ml phos- 

pholipid liposomes, 0.1 ml phenolic compound, 0.3 
ml phosphate saline buffer (pH 7.4) (0.024 M phos- 

phate, 0.15 M NaCl) and 0.1 ml ferrous ions 0.5 mM 

freshly prepared. Samples were incubated for 2 h at 
37°C followed by the addition of 1 ml 25% (v/v) HCl 
and 1 ml 1% TBA reagent then heated at 100°C for 
15 min to develop the MDA-TBA chromogen which 
was read at 532 nm. 

2.3. Bleomycin-iron-mediated degradation of DNA 
DNA (0.5 ml) (1 mg/ml in 0.15 M NaCl, buffered 
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to pH 7.4 with sodium hydrogen carbonate) together 
with 0.1 ml 1 mg bleomycin/mI, 0.2 ml phosphate- 
saline buffer (pH 7.4) and 0.1 ml phenohc compound 
were mixed together and the reaction started by the 

addition of 0.1 ml 0.5 mM ferrous ions. The tubes 

were incubated at 37’C for 20 min followed by the 
addition of 1 ml 25% (v/v) HCl and 1 ml of 1% TBA 
reagent. The tubes were heated at 100°C for 15 min 

to develop the MDA-TBA chromogen which was 

read at 532 nm. 

2.4. Iron-reducing properties of phenols 
The method used for measuring the ferric ion re- 

ducing properties of the phenols was based on a vita- 

min E assay procedure 173. Bathophenanthroli~e sul- 

phonate (0.1 ml, 1 mg/ml), 0.1 ml ferric ions 0.5 mM 

and 0.1 ml phenolic compound were reacted together 

at room temperature for a few minutes in 0.6 ml phos- 

phate-saline buffer (pH 7.4) before the addition of 
0.1 ml 6% (v/v) orthophosphoric acid. Distilled water 
(2.0 ml) was added to each tube and the absorbance 
at 532 nm measured in a spectrophotometer. 

2.5. Reduction of NBT 
Phosphate-saline buffer (0.6 ml, pH 7.4), 0.1 ml 

EDTA0.1 mM,O.l mlTritonX-100 16%(v~v)andO.l 
ml NBT 1 mM were mixed together before the addition 
of 0.1 ml test phenolic compound. The tubes were 
incubated at 37°C for 15 min followed by the addi- 
tion of 2.0 ml phosphate-saline buffer (pH 7.4) and 
the absorbance read at 540 nm. 

3. Results 

Bovine brain phospholipids containing high levels 
of unsaturated fatty acids were used as a substrate in 
the form of multi-lame~a liposomal membranes. Fol- 

lowing ironcatalysed peroxidation, an MDA-TBA 

adduct was formed and measured as in (61. Addition 
of a variety of mono-, di- and trihydroxyphenols 
either inhibited or had no effect on the iron-catalysed 
lipid peroxidation (table 1). Iron chelated by bleomy- 
tin enhanced lipid peroxidation by nearly 40% when 
the ironfbleomycin molar ratio approached 1. Similar 
enhancement of lipid peroxidation by chelated iron 
has been described for EDTA and diethylenetriamine- 
pentaacetic acid (DETAPAC) and bathophenanthro- 
line sulphonate [8]. Addition of phenols to bleomy- 
tin-ironcatalysed lipid peroxidation gave essentailly 
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Table 1 
Inhibition of MDA formation during the iron-catalysed 

peroxidation of phospholipid by mono-, di- and 
t~hydroxyphenols 

Phenolic 
compound 

Control 

Ferrous ions Bleomycit- 
ferrous ions 

A 582 % Inhibition A,,, % Inhibition 

0.35 0.50 

Phenol No change No change 
Tyrosine No change No change 
Catechol 0.16 56% 0.13 14% 
Adrenaline 0.21 25% 0.22 56% 
Dihydroxyphenyl 
alanine (DOPA) 0.19 46% 0.35 30% 
Resorcinol No change No change 
Quinol 0.22 38% 0.32 37% 
Pyrogallol 0.22 38% 0.42 15% 
Phloroglucinol No change No change 
Propyl gallate 0.17 54% 0.18 63% 
-.. 

Peroxidation of phospho~pid catalysed by ferrous ions 0.05 
mM and by 0.1 mg bleomycin~~ together with ferrous ions 
0.05 mM. Inhibition by phenols 0.1 mM is expressed as a 
percentage of the control value, to which phenols were not 
added, based on the mean of 4 seperate assays 

the same pattern of in~bition seen with iron alone, 

but with different degrees of inhibition (table 1). 
The TBA-MDA adduct formed from DNA after 

bleomycin-iron damage was measured by the same 
method used for the lipid MDA-TBA adduct. Those 
phenolic compounds which reacted as the most effec- 
tive antio~dants against iron~atalysed lipid peroxida- 
tion were the most reactive pro-oxidants in the bleo- 
mycin-ironcatalysed damage to DNA (table 2). In 
the absence of added phenols but presence of bleo- 
mycin only ferrous ions were capable of mediating 
this DNA damage. Activity with ferric and enhance- 
ment with ferrous ions could be related to the reduc- 
ing properties of the phenols (table 3). Measurement 

of the reduction of ferric ions as well as that of NBT 
indicated that the reducing properties of the phenols 
were essential to both its lipid antioxidant properties 
as well as to the enhancement of DNA damage by 
bleomyc~-iron. 

4. Discussion 

Malond~ldehyde can be formed by iron-catalysed 
damage to polyunsaturated fatty acids as well as to 
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Table 2 
Enhancement of MDA formation during bleomycin-iron 

catalysed damage to DNA by mono-, di- and 
trihydroxyphenols 

Phenolic 
compound 

Bleomycir- Bleomycm- 
ferrous ions ferric ions 
A 532 % Enhance- Increase in A,,, 

ment 

Control 0.42 0 

Phenol No change No change 
Tyrosine No change No change 
Catechol 0.63 49% 0.063 
Adrenaline 0.60 44% 0.355 
Dihydroxyphenyl 
alanine (DOPA) 1.82 333% 0.480 
Resorcinol No change No change 
Quinol 1.78 326% 0.250 
PyrogaBol 1.85 342% 1.600 
Phloroglucinol No change No change 
Propyl gallate 1.14 171% 0.393 

Damage to DNA catalysed by 0.1 mg bleomycin/ml together 
with ferrous 0.05 mM or ferric ions 0.05 mM. Bleomycin- 
ferrous ion enhancement expressed as a percentage of the 
control value based on the mean of 4 separate assays. Bleo- 
mycin-ferric ion damage expressed as the change in absor- 
bance at 532 nm 

DNA. In both instances, evidence points to a dioxygen- 

dependent free radical mechanism. The peroxidation 
of unsaturated fatty acids has been studied in great 
detail during the last 40 years particularly with refer- 
ence to the edible oils and fats of our foodstuff. Hy- 
drogen abstraction by a free radical thereby leads to 
an autocatalytic sequence which eventually destroys 
the lipid molecule : 

LH (lipid) t R’ (free radical) + L’ (lipid radical) + RH 

L’ t O2 -+ LOO’ (lipid peroxy radical) 

LOO’ + LH + LOOH (lipid hydroperoxide) + L’ 

Transition metal ions, particularly iron and copper, 
can initiate radical formation as well as catalyse the 

branching sequence by decomposing lipid peroxides 
to further free radical intermediates. Most of the scav- 
enging lipid antioxidants, such as the phenols, are re- 
ducing substances which act by hydrogen donation. 
Early studies [9], still vahd today, suggest that the 
reducing antioxidants (AH) react primarily with the 
lipid peroxy radicals (LOO’) terminating the radical 

Table 3 
Reducing properties of phenols 

Phenolic Reduction of ferric ions Reduction 
compound (measured as the BPS- of NBT 

ferrous complex) A 540 
A 532 

Phenol No change No change 
Tyrosine No change No change 
Catechol 0.190 0.022 
Adrenaline 0.170 0.126 
Dihydroxyphenyl 
alanine (DOPA) 0.180 0.148 
Resorcinol No change No change 
Quinol 0.200 0.115 
Pyrogallol 0.215 0.640 
Phloroghtcinol No change No change 
Propyl gallate 0.200 0.100 

Reduction of 0.05 mM ferric ions and 0.1 mM NBT by 0.1 
mM phenols 

sequence by forming stable complexes (2A) or new 
radicals (A’) which do not continue the chain reac- 
tion : 

AH + LOO’ + LOOH + A 

A’ + A’ + 2A 

Application of the TBA test to peroxidised lipid 
results in the formation of an MDA-TBA adduct; 
most of the MDA being derived by the acid or thermal 
decomposition of peroxides during the test tube reac- 
tion. When the same test is applied to DNA damaged 
by bleomycin-iron it is possible that the MDA form- 

ing the TBA adduct is ‘free MDA’ derived from the 
deoxyribose sugar moiety of DNA. This iron-dioxy- 

gen-dependent damage to DNA is thought to occur 
by an ironcatalysed Haber-Weiss reaction which results 
in the formation of a hydroxyl radical opposite the 

deoxyribose sugar [ lo,1 11. Attempts to inhibit this 
reaction, on linear duplex DNA, with specific and 
non-specific radical scavengers have been unsuccess- 

ful [5], with only metal chelators preventing such 

damage. This can be partly explained by the catalytic 
nature of the bleomycin-iron damage to DNA [ 121. 
Bleomycin has been shown to act as a ‘ferroxidase’ 
catalysing the rapid oxidation of ferrous ions to the 
ferric state [ 131. This ‘enzymic’ free radical producing 
reaction has here been shown to be enhanced by re- 
ducing phenols which recycle iron to the ferrous state 
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via a radical intermediate or the superoxide radical. References 

The ability of bleomycin to enhance iron-catalysed 
damage to lipid membranes could account for some 
of the deleterious effects of bleomycin observed during 
treatment with the drug. Activity of bleomycin to- 
wards the cancer cell is probably dependent on its free 
radical-mediated damage to DNA. Any enhancement 
of this activity by phenolic compounds, which at the 
same time protect normal lipid membranes from un- 
wanted free radical damage, may suggest a rational 

basis for exploring their use as adjuvants to bleomy- 
tin therapy during cancer treatment. 
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Rats were exposed to cell phone radiation for 6 hours per day for 18 weeks. The buccal
and mandibular branches of the facial nerve were evaluated for this study. The mRNA
levels of four proteins that are usually up regulated when an injury has occurred
were investigated; included were Calcium ATP-ase, Endothelin, Neural Cell Adhesion
Molecule, and Neural Growth Factor. These isolated mRNAs were subjected to
RT-PCR and all four were up regulated. The mandibular nerve showed a higher and
broader level of up regulation than the buccal nerve. All four mRNA up regulations for
the mandibular nerve and two for the buccal nerve were also statistically significant.
These specific injury-related findings were mild. As the use of these cell phones con-
tinues, there most likely will be permanent damage to these tissues over the years and
the likelihood of tumors, cancers, and system failures will potentially increase.

Keywords Injury; Cell phone; Rat facial nerves.

Introduction

Every year, the use of cell phones increases. Many people spend several hours using
these phones every day. The debate regarding cell phone safety needs to be addressed
further. The vast amount of data on cell phone effects has been gathered via whole
body exposure of small lab animals. These data can be analyzed and major assump-
tion can be made with regard to the total biology of the animal. The major drawback
is that small lab animals do not react as humans do. However, since a small animal’s
life span is shorter, its metabolism is faster than a human’s, and a shorter exposure
time (several months) can mimic the effects of long-term human usage (several years).

Due to the close proximity of the head to the microwave emitting cell phone
antenna, it has been investigated more thoroughly than any other part of the lab
animal. Most investigations have focused on the brain with conflicting results. There
is no acute change in c-Fos levels in the brains of rats after 1 h of exposure (Finnie,
2005). The rat pineal gland did not change its secretions of melatonin or serotonin
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when acutely exposed (Hata et al., 2005). Hamsters exposed 24 h/day for 60 days
similarly showed no effects of RF-EMF on melatonin levels in vivo or in vitro
(Lerchl et al., 2008). An exposure of 20min per day for 1 month to the radiation
emitted from 900MHz cellular phones did not alter anti-apoptotic bcl-2 protein in
the brain of rats (Yilmaz et al., 2008). When mice were acutely exposed to global
system for mobile communication (GSM) 1800MHz signals for 1 h at a whole body
SAR of 1.1W/kg, no consistent indication of gene expression modulation in whole
mouse brain was found (Paparini et al., 2008). Some similar results have been
published using cultured cells. The morphology of cultured astroglial cells and
microglia was studied and appeared to be unaffected by microwave irradiation
(Thorlin et al., 2006). A 900MHz radio frequency exposure of 24–72 h does not
induce significant alterations on proliferation, differentiation, and apoptosis pro-
cesses in a neuroblastoma cell line (Merola et al., 2006).

Highlighting the division with regard to the actual effects brought on by cell
phone exposure, our lab has shown that a chronic exposure of 6 h/day, everyday, for
18 weeks causes mRNA up regulation of injury-associated proteins in the rat brain
(Yan et al., 2008). There are other labs that report significant damage done to the rat
brain after just 2 h (Salford et al., 2003) as well as changes in brain function (Marino
et al., 2003). Rats were exposed for 2 h each week for 55 weeks and showed no
difference in open field exploratory behavior but had impaired memory for objects
and their temporal order of presentation suggesting significantly reduced memory
functions (Nittby et al., 2008). After a single 2 h exposure, no PFGE-detectable
induced DNA double-stranded breaks or changes in chromatin conformation were
found, but 11 cerebellar genes were up regulated and 1 gene was down regulated
(Belyaev et al., 2006). In work measuring GFAP expression in rat glial cells several
days after a single GSM exposure, a temporary effect, probably due to a hyper-
trophy of glial cells, with a temporal and a spatial modulation was seen (Brillaud
et al., 2007). After a 24 h intermittent exposure, 24 up regulated genes and 10 down
regulated genes were identified from a total of 1,200. These results indicated that the
gene expression of rat cerebral cortical and hippocampal neurons could be altered by
exposure to RF EMF (Zhao et al., 2007). Studies on the ear, which for the most part
is in direct contact with the cell phone, have shown little effect on the inner ear of
rats (Kizilay et al., 2003). Other long-term exposures also failed to link cell phones to
severe problems (Shirai et al., 2005; Elder, 2003). An interesting finding is that there
appeared to be no effect on rat testis after 1 month (Dasdag et al., 2003), but our lab
has results to contradict this (Yan et al., 2007). Also contradicting the above data,
several reports have shown severe effects on exposed lab animals. Increased NO
levels in rat sinus and nasal mucosa (Yariktas et al., 2005), a decrease in rat serum
TSH, T3, and T4 levels after 1 month (Koyu et al., 2005) and after 10 days many rat
epidermal changes were reported (Ozguner et al., 2004). Several groups from Isparta,
Turkey have also reported problems in rats. In the kidney, they have shown that a
lipid peroxidation marker MDA as well as the renal tube damage marker NAG were
up regulated and the oxidative mechanism induction molecules SOD, CAT, and
GSH were down regulated (Oktem et al., 2005; Ilhan et al., 2004). Similar down
regulations were reported in rat epidermis after exposure times of between 7–10 days
(Ayata et al., 2004).

This all shows that there are still many different conclusions with regard to the
actual effects of cell phone like radiation (CPLR) exposure. As seen from the pub-
lished data, there seems to be less conclusive results when it comes to cancers,
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tumors, and other system-wide diseases. However, when the aim was to show smaller
problems like changes in NO levels, thyroid hormone levels, and kidney damage
marker levels, the results showed there was an effect from the exposure. We feel this
is the more correct approach to whether cell phones actually do cause detrimental
effects to the user.

Our lab exposed rats to cell phones for 6 h per day every day for 18 weeks. These
data will show that this exposure does indeed cause injuries to the mandibular and
buccal branches of the facial nerve which are close to the microwave source. To our
knowledge, there are no published reports focusing on peripheral nerve exposure to
CPLR. We have looked at several proteins that are usually up regulated when an
injury has occurred to a specific tissue. Those included in this study were Calcium
ATP-ase, Endothelin, Neural Cell Adhesion Molecule (NCAM), and Neural
Growth Factor (NGF). These specific injuries might not have caused any acute
permanent damage; however, when these injuries continue to occur over years and
years of exposure, there will be permanent damage to these tissues and the likelihood
of tumors, cancers and system failures will increase.

Materials and Methods

For the care and use of laboratory animals, this study utilized the guidelines of the
Biomedical Resource Center (BRC) of the Medical College of Wisconsin. The proposal
was carefully designed and approved by BRC of the Medical College of Wisconsin.
Twelve 3-month-old male Sprague-Dawley rats weighing 250–300g were the subjects of
this research. The rats were divided into two groups of six. One group acted as a sham
control and the other group was exposed to cell phone radiation. The cell phones used
in the study were Nokia 3588i (Keilalahdentie, Finland) and within the personal
communications service code division multiple access (PCS CDMA) frequency band of
1.9GHz, 800MHz digital, and 800MHz analog. The Nokia cell phone used in the
study had three different modes: AMPS, CELL mode, and PCS mode. In AMPS mode,
the specific absorbance rate (SAR) at 2.2 cm was 1.80watts/kg and the power ranged
from 0.0063–0.607watts. The SAR at 2.2 cm in CELL mode was 0.9watts/kg and the
power ranged from 0.00001–0.487watts. The range of power in PCS mode ranged from
0.00001–0.335watts and the SAR at 2.2 cm was 1.18watts/kg. The different modes on
the cellular phone are used depending on antenna use, signal reception, and other
factors associated with picking up different types of radio frequency signals. The fre-
quencies and specific modes mentioned above fall within the cell phone radiation
parameters set by the Federal Communications Commission in a June 30, 2005 report.

For this study, customized holding units and cell phone platforms were made
(Yan et al., 2007, 2008). A 200 � 600 PVC tube fitted with a 20-oz clear plastic bottle
top on one end and a common 300 bolt with nut at the other end were made to
accommodate the rats. Air holes were placed throughout the tube in order for fresh
air to circulate. As the rats grew larger during this study, new tubes were fashioned
using cut 1-liter bottles, a 400 bolt with nut, PVC pipe formed to 3.500 in diameter, and
air holes for circulation. Rats, by nature, enjoy small, restricted spaces and, in other
studies by our lab, fall asleep in the aforementioned tubes while experiments were
performed. During the exposure time, the rats were never anesthetized.

The experimental rat group was exposed to 3 h of cell phone radiation, then
allowed to rest outside of the tubes for 30min and re-exposed for 3 more hours per
day. During the 30-min rest period, the rats were taken out of the tubes and free to
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move, play, eat, and drink. The six rats in the sham control group were placed in
identical tubes for the same amount of time as the experimental rats, but without the
cell phones and, thus, no radiation. Three cell phones of the same type were used in
this study. One cell phone was put between two rats in holding chambers. The
phones were placed at equal distances between each rat and kept 1 cm from the head
of the rat. Each phone was on with an active line for the entire exposure time. The
cell phone exposures were done for 6 h a day, 7 days per week, for 18 weeks.

After week 18, the rats were sacrificed and the madibular and buccal branches of
the facial nerve were harvested and frozen at �801C. Total RNA was extracted using
a SV Total RNA Isolation Kit (Promega, Wisconsin). The RNA was quantified by
260/280 ratio using a Beckman Spectrophotometer (Beckman, California). RT-PCR
was performed using a SuperScript III One Step RT-PCR Kit (Invitrogen, California).
Each reaction had 50ng RNA with 0.5 ul of each specific forward and reverse
primer (10 uM). The primers used were as follows: Beta Actin forward 30-AGC-
CATGTACGTAGCCATCC-50 and reverse 30-CTCTCAGCTGTGGTGGTGAA-50,
CATPase forward 30-CTGTCCATGTCCCTCCACTT-50 and reverse 30-GGGTGG-
TTATCCCTCCAGAT-50, NGF-B forward 30-CTGTGTGCAGGAGAGATGGA-50

and reverse 30-ATTGAGACCAGGGGACTGTG-50, NCAM forward 30-AAAGG
ATGGGGAACCCATAG-50 and reverse 30-TAGGTGATTTTGGGCTTTGC-50,
Endothelin forward 30-ACCACAGACCAAGGGAACAG-50 and reverse 30-GGTC-
TTGATGCTGTTGCTGA-50.

The reactions ran at 551 for 30min, 941 for 2min, then 941C for 15 s, 551C for 30 s
and 721C for 1min for 40 cycles. The DNA was run on a 1% Agarose gel containing
ethidium bromide in TAE buffer. A photo of the gel was taken on a Fotodyne 21 UV
box (Fotodyne, Wisconsin) with an Electrophoresis Photo Documentation Camera and
Hood (Fisher Scientific, Pennsylvania). The photo was then quantitated in a MultiImage
Light Cabinet with AlphImager 2000 software (Alpha Innotech Corporation, California).
All numbers generated by this software are in Relative Fluorescent Units (RFU).

Results

We tested the mRNA level of four proteins that are up regulated after cellular injury:
Calcium ATPase, Neural Cell Adhesion Molecule (NCAM), Neural Growth Factor
(NGF), and Endothelin. Beta actin mRNA levels were used as the internal controls
since it is a house-keeping protein and its level of expression is not affected by
cellular injury. The mean beta actin mRNA level of all the rats was 57802 RFU. This
value was used with the actual beta actin mRNA level of each rat to calculate the
normalization coefficient (data not shown). Normalization was necessary to stan-
dardize the variation in the amount of mRNA extracted and amplified in each rat, so
meaningful comparison between the mRNA levels of each protein could be made
(Yan et al., 2007, 2008). The means, standard deviations, and T-test p values
(experimental vs. control) of the proteins are as follows.

K Mandibular branch: Calcium ATPase is 58933� 1366 vs. 48032 � 4551 with
p , 0.005; Endothelin is 46004� 8740 vs. 32867� 8332 with p , 0.05; NCAM is
51009� 3734 vs. 39147 � 7106 with p , 0.01; and NGF is 56713� 3494 vs. 45652�
8872 with p , 0.05 (Table 1, Figure 1).

K Buccal branch: Calcium ATPase is 53019� 5686 vs. 40382� 6574 with p , 0.01;
Endothelin is 33810� 11415 vs. 22719� 5816 with p.0.05; NCAM is 31468� 9345
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vs. 24371� 8728 with p.0.05; NGF is 37511� 12016 vs. 23451� 7650 with p , 0.05
(Table 2, Figure 2).

Discussion

This article is part of our larger series of experiments exposing rats to long-term/
high-dose CPLR. Due to the large number of animals, cytokines tested, and tissue
samples involved in this study, Real-Time qPCR would have been cost prohibitive at the
time we started this project, therefore, we used RT-PCR and agarose gel electrophoresis.
We are well aware of the limitations of traditional RT-PCR when compared to qPCR

Table 1

Normalized mandibular nerve RT-PCR data. The RT-PCR agarose gel band
intensity measured in RFU of each of the four proteins was normalized by

multiplying the original measured levels with the normalization coefficients as
calculated by each specific Beta Actin RFU as controls of mRNA integrity (Yan,

2007, 2008). Included are the averages (Ave) and standard deviations (SD)

E-Rat# CATP ENDO NCAM NGF C-Rat# CATP ENDO NCAM NGF

1 56784 34952 48156 51308 7 53769 28136 39447 53322
2 60240 34748 55845 61801 8 43714 25090 33575 56106
3 60173 52787 54328 57664 9 53046 32923 28891 32181
4 58868 50484 46989 54751 10 46782 25133 45999 39244
5 59607 53257 48109 57030 11 43004 43508 47462 47362
6 57928 49789 52631 57718 12 47878 42420 39511 45700
Ave 58933 46004 51010 56713 Ave 48032 32868 39148 45652
SD 1366 8740 3735 3494 SD 4551 8333 7107 8872

E-Rat¼Experimental rats, C-Rat¼Control rats, CATP¼Calcium ATPase, ENDO¼

Endothelin, NCAM¼Neural Cell Adhesion Molecule and NGF¼Neural Growth Factor.

p<0.005 p<0.05 p<0.01 <0.05
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Figure 1. Mandibular branch. This Mandibular Nerve bar graph shows the RFU (y-axis)

differences between the control and the experimental rats with regard to the levels of the four

mRNAs tested. The standard deviations and T test p values are noted on the tops of the bars.

These data are from Table 1.
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and will not make any statements regarding the quantitative effects on mRNA up
regulation from cell phone exposure.

The exposures of lab animals need to be of a sufficient length to generate
measurable responses. It will take years for an accurate answer to be achieved in
humans through medical examinations and tests. Some of the endpoints (cancer or
tumors) need to be rethought because of the length of incubation time needed for
these to be observed. When the endpoints are modified as in studying protein levels,
changes in cellular permeability and regulation of mRNA’s, there is still evidence on
both sides but a greater amount of data show that there is an effect from even a
relatively short exposure. We feel this is the correct approach.

There has been much work done on the various types of biological signaling factors
that arise or disappear after an injury or trauma has occurred. We have looked at
several proteins that are known to be up regulated after injury. Those included in this

Table 2

Normalized buccal nerve RT-PCR data. The RT-PCR agarose gel band intensity
measured in RFU of each of the four proteins was normalized by multiplying the
original measured levels with the normalization coefficients as calculated by each

specific Beta Actin RFU as controls of mRNA integrity (Yan, 2007, 2008).
Included are the averages (Ave) and standard deviations (SD)

E-Rat# CATP ENDO NCAM NGF C-Rat# CATP ENDO NCAM NGF

1 42241 19031 19513 18624 7 29465 17037 16759 21879
2 56161 26315 45417 29501 8 40966 27904 26545 12976
3 57834 38285 34305 50770 9 36881 16307 18396 21937
4 54365 41097 36664 47748 10 48585 19524 16864 24393
5 55942 50216 23818 41930 11 43975 25830 28980 22779
6 51574 27917 29093 36495 12 42420 29718 38687 36748
Ave 53019 33810 31468 37511 Ave 40382 22720 24372 23452
SD 5686 11416 9346 12017 SD 6575 5817 8728 4650

E-Rat¼Experimental rats, C-Rat¼Control rats, CATP¼Calcium ATPase, ENDO¼

Endothelin, NCAM¼Neural Cell Adhesion Molecule and NGF¼Neural Growth Factor.

p<0.01 p>0.05 p>0.05 p<0.05
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Figure 2. Buccal branch. This Buccal Nerve bar graph shows the RFU (y-axis) differences between

the control and the experimental rats with regard to the levels of the four mRNAs tested. The stan-

dard deviations and T test p values are noted on the tops of the bars. These data are from Table 2.
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study were, Calcium ATP-ase, Neural Cell Adhesion Molecule, Neural Growth Factor,
and Endothelin. Ca-ATPase is an energy-dependant transport protein in the plasma
membrane that removes calcium ions from all eukaryotic cells. The up regulation of
Ca-ATPase indicates an increase in calcium ion accumulation inside the nerve tissue
which will cause micro vascular spasms, nerve ischemia, and directly damages nerve
fibers. It is these nerve cell membranes which have been compromised after cell phone
exposure resulting in the influx of calcium. Widely distributed in the body, receptors for
Endothelin are present in blood vessels, cells of the brain, and peripheral nerves.
Endothelin is part of a group of proteins that constricts blood vessels and raises blood
pressure. It also causes thromboses, vascular spasms, and is neuroactive, causing an
increase in tissue metabolism. These effects seem to be mediated by the activity of
calcium channels which might have been affected by the cell phone radiation which
explains the up-regulation. The neuroactive and vascular properties might also be in
response to the injuries sustained during the exposure. Neural cell adhesion molecule
(NCAM) is a homophilic binding glycoprotein expressed on the surface of neurons, glia
and skeletal muscle cells. Major roles of NCAM include cell to cell adhesion and neurite
outgrowth via the fibroblast growth factor receptors. After injuries to nerve tissues,
NCAMmRNA should be up regulated, aiding in healing and recovery. Neural Growth
Factor (NGF) is a small secreted protein which induces the differentiation of particular
target nerve cells. It is critical for the survival and maintenance of sympathetic and
sensory neurons. NGF is released from the target cells, binds to and activates its high
affinity receptor, and is internalized into the responsive neuron. This binding and
activation is required for NGF-mediated neuronal survival and differentiation. These
functions are required for the neurons to grow after injuries have occurred and recovery
begins. All four of these proteins showed up regulation of their mRNAs in the exposed
group compared to the control group in both nerve samples. Using T-test analysis, these
differences were statistically significant for all four proteins in the mandibular branch
and two for the buccal branch. The other two proteins for the buccal branch (Endo-
thelin and NCAM) were up regulated but not enough to be statistically significant.

Due to this exposure, we believe that these up regulations have occurred in the
cell phone exposed group because there have been injuries to the surrounding nerve
tissue. These tissues are now going through the process of repair. Prolonged expo-
sure to these phones over several years will keep causing these types of injuries and
recovery will be incomplete. At some point these might overwhelm the body and
secondary problems will arise. These problems, most likely, will be far worse and
could include tumors, cancers, or system failures. This is only a hypothesis, but the
facts and results from this study, as well as our other results, show the potential for
serious consequences from the prolonged use of cell phones.
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Adult Sprague-Dawley rats were exposed to regular cell phones for 6 h per day for 126
days (18 weeks). RT-PCR was used to investigate the changes in levels of mRNA
synthesis of several injury-associated proteins. Calcium ATPase, Neural Cell Adhesion
Molecule, Neural Growth Factor, and Vascular Endothelial Growth Factor were
evaluated. The results showed statistically significant mRNA up-regulation of these
proteins in the brains of rats exposed to cell phone radiation. These results indicate that
relative chronic exposure to cell phone microwave radiation may result in cumulative
injuries that could eventually lead to clinically significant neurological damage.

Keywords Cell phones; mRNA; Rat brain.

Introduction

Cell phones are major emitters of microwave radiation. Effects of this radiation on
humans have been studied but the results are contradictory. Finnie et al. (2002) and
Kuribayashi et al. (2005) found no change in the permeability of the blood-brain barrier
(BBB) using a rat model. In contrast, Salford et al. (2003) found, after a 2h exposure,
significant leakage across the rat BBB. Finnie (2005) reported there was no change in the
proto-oncogene c-fos protein level in the mouse brain after a short-term exposure. Hata
et al. (2005), studying the secretion of melatonin and serotonin from the rat pineal gland,
found no changes either. One long-term study exposed rats for 90min per day, 5 days
per week for 104 weeks; this chronic exposure did not induce tumor growth in the rat
central nervous system (Shirai et al., 2005). This study, although long term, did not
evaluate early or subtle effects of exposure including changes in gene expression. Very little
data has been published on this topic. The change in mRNA levels of apoptotic, heat
shock, and general cellular proteins after exposure has been evaluated. Human HeLa-60
and Mono-Mac-6 cells exposed to intermittent non-thermalizing levels of 1.9GHz
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pulse-modulated RF fields did not cause any detectable change in stress-related gene
expression (Chauhan et al., 2006). No statistically significant effects on murine fibroblasts
gene expression after 24h exposure at 5W/kg were found either (Whitehead et al., 2006).
Up-regulation of the heat shock protein Hsp70 in human lens epithelial cells was found
after RF exposure but this might be involved in protecting these cells from DNA damage
and maintaining the cellular capacity for proliferation (Lixia et al., 2006). A short-term
exposure of 2h showed up-regulation of apoptotic proteins caspase-2, caspase-6 in murine
neurons and astrocytes (Zhao et al., 2007). There has not been enough data generated on
changing mRNA levels after long-term cell phone exposure using a whole animal model.
Using these criteria, subtle neural or vascular injuries over prolonged exposure times could
be found by measuring the mRNA level changes of injury associated proteins that are
necessary for cellular repair and known to respond to cellular injury. These proteins
include: Calcium ATP-ase (Ca2þ -ATPase) (Chen et al., 2002; Kurnellas et al., 2005),
Neural Cell Adhesion Molecule 1 (NCAM-1) (Skaper, 2005; Skibo et al., 2005; Thornton
et al., 2005), Neural Growth Factor B (NGF-B) (Blesch et al., 2005; Moore et al., 2006),
and Vascular Endothelial Growth Factor A (VEGF-A) (Greenberg and Jin, 2005;
Zachary, 2005). We hypothesize that cellular damage to the rat brain; leading to increased
mRNA transcription of these injury-associated proteins will be caused by chronic expo-
sure to cell phone radiation leading to gradual degenerative and functional loss.

Materials and Methods

Fourteen 3-month-old male Sprague-Dawley rats, weighing 250–300g, were the subjects of
this research. (Note: For the care and use of laboratory animals, this study used the guide-
lines of the Biomedical Resource Center of theMedical College of Wisconsin. The Institu-
tional Animal Care and Use Committee of the Medical College of Wisconsin approved
the protocol.) The rats were divided into two groups of eight rats each. One group
received cell phone radiation exposure, and the other group acted as a control group.

The four cell phones used in the study were Nokia 3588i (Keilalahdentie, Fin-
land), which have a personal communications service code division multiple access
(PCS CDMA) frequency band of 1.9GHz (800MHz digital and 800MHz analog).
These cell phones have three different modes: AMPS mode, CELL mode, and PCS
mode. The various modes can be used based on signal reception, antenna use, and
other factors associated with reception of different types of radiofrequency signals.
In AMPS mode, the specific absorbance rate (SAR) at a distance of 2.2 cm was
measured to be 1.80W/kg, and the power range was 0.0063–0.607W. The SAR at a
distance of 2.2 cm in CELL mode was 0.9W/kg, and the power range was 0.00001–
0.487W. The SAR at 2.2 cm away in PCS mode was 1.18W/kg, and the power range
was 0.00001–0.335W. The frequencies and specific modes of this phone fall within
the cell phone radiation parameters set by the U.S. Federal Communications
Commission (FCC) (19). Each cell phone was positioned 1 cm from the head of the
rats, at equal distances between two rats in holding chambers.

Customized holding units (Fig. 1) and cell phone platforms were constructed for
this study. The holding units for the rats consisted of 5.1 cm� 15.2 cm PVC tubes
with holes for circulation, fitted with 0.59-liter clear plastic bottle tops on one end
and common 7.6-cm bolts with nuts at the other end. As the rats grew larger during
this study, new tubes were fashioned using 8.9 cm-diameter PVC pipes with holes for
air circulation, 1-liter bottles, and 10.2 cm bolts with nuts. The holding units were
plastic, because metal can absorb radiation energy.
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The rats were acclimated to these holding units for 1 week before the beginning of
testing by placing the units in the rat cages to allow the rats to become familiar with
their smell and feel. After less than one day, the rats voluntarily entered the units to rest
and sleep in them. By the end of the week, the rats would enter the holding units as
soon as they saw them. Owing to this acclimation process, anesthesia was not required
during the exposure time. Therefore, the rats did not have any ill effects or altered
physiology from anesthesia, rendering the comparison to humans more relevant.

The experimental rat group was exposed to 3h of cell phone radiation, followed by
a 30min rest period outside of the tubes and a second exposure for 3 more hours per
day. During the 30min rest period, the rats were removed from the tubes and were free
to walk around, eat, and drink. The rats received this daily cell phone exposure for
18 weeks. The 8 rats in the control group were placed in identical tubes for the same
amount of time as the experimental rats but without cell phone exposure.

To address the concern that the harmful effects of cell phones are due to heat
given off by the phone rather than the radiation emitted, we took temperatures from
both groups during a standard day of exposure. Temperatures of the rats were taken
at the side of the face surface nearest the phone, using a Mini-Alarm thermo-
meter with a probe (Fisher Scientific, Hampton, NH). These readings were taken
approximately every 12min during both of the 3-h exposures. Final rectal tem-
peratures were taken at the end of each of the two exposure times with a Big-Digit
thermometer (Fisher Scientific). Because the rectal measurements irritated the ani-
mals, repeated measurements were not practical.

After week 18, the rats were sacrificed. Brain tissue was harvested and flash
frozen in liquid nitrogen and stored at �801C. Total RNA was extracted using a SV
Total RNA Isolation Kit (Promega, USA). The RNA was quantified by 260/280
ratio using a Beckman Spectrophotometer (Beckman, USA). RT-PCR was per-
formed using a SuperScript III One Step RT-PCR Kit (Invitrogen, USA). Each
reaction had 50 ng RNA with 0.5 ml of each specific forward and reverse primer
(10 mM). The primers (PE Applied Biosystems, USA) used were as follows:

Beta Actin ðBAÞ forward 30-AGCCATGTACGTAGCCATCC-50; reverse

30-CTCTCAGCTGTGGTGGTGAA-50; Ca2þATPase forward 30-CTGTCCA

TGTCCCTCCACTT-50; reverse 30-GGGTGGTTATCCCTCCAGAT-50;

NGF-B forward 30 CTGTGTGCAGGAGAGATGGA-50; reverse

30-ATTGAGACCAGGGGACTGTG-50; NCAM-1 forward 30-AAAGGATGG

GGAACCCATAG-50; reverse 30-TAGGTGATTTTGGGCTTTGC-50 and

VEGF-A forward 30-CAATGATGAAGCCCTGGAGT-50 and reverse

30-TTTCTTGCGCTTTCGTTTTT-50:

Figure 1. Rat in plastic PVC holding tube. The tube has a clear plastic bottle top and

numerous air holes for adequate ventilation.
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The reactions ran at 551C for 30min, 941C for 2min and 15 sec, 551C for 30 sec, and
721C for 1min for 40 cycles. The DNA was run on a 1% Agarose gel containing
ethidium bromide in TAE buffer. A photo of the gel was taken on a Fotodyne 21 UV
box (Fotodyne, USA) with an Electrophoresis Photo Documentation Camera and
Hood (Fisher Scientific, USA) (Fig. 2). The photo was then quantitated in aMultiImage
Light Cabinet with AlphaImager 2000 software (Alpha Innotech Corporation, USA).

Results

The intensity of the bands of interest was read by the AlphaImager 2000 software and
was assigned a unitless number. The greater the amount of specific cDNA amplified
the more intense the agarose gel band was and a higher number was generated by the
software. These numbers will now be identified in relative intensity units (RIU).

The mRNA levels of the four injury-associated proteins (Ca2þATPase, NCAM-1,
NGF-B, and VEG-F) were examined. The Beta Actin mRNA level was used as the
internal control since it is a housekeeping protein and its level of expression does not
change. The mean Beta Actin intensity of the 14 rats in this study was 60916 (data not
shown). This value was used along with the individual Beta Actin intensities to obtain a
normalization coefficient for each value (data not shown). The final values in Table 1
were obtained by multiplying the specific protein RIU with the corresponding nor-
malization coefficient. Normalization of the data is a routine and accepted practice
necessary to standardize the experimental variations inherent in any type of PCR.

Figure 2. (a, b) Examples of fluorescent pictures of the agarose gels used in the quantitation of

the RT-PCR band intensity. (a) Control and (b) Experimental. Lanes are as follows: 1-MWM

(100Bp), 2-BA, 3-CaATPase, 5-NCAM-1, 6-NGF-B, 7-VEGF-A, and 8-MWM (100Bp).
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Table 1

Normalized RT-PCR Data. The RT-PCR agarose gel band intensity measured in
RIU of each protein was normalized by multiplying the measured levels with the

normalization coefficients calculated using each specific Beta Actin RIU as
controls of RNA integrity. Included are the averages (AVE) and standard

deviations (SD). These data are in Fig. 3

Rat Ca-ATPase NCAM NGF VEGF

Experimental
1 56706 64634 66846 55515
2 57430 55601 32073 53240
3 62401 59774 36596 41464
4 58590 59039 55911 46599
5 60948 55179 54698 49964
6 56973 57389 59043 53192
7 60462 58463 44401 47375
Ave 59073 58583 49938 49621
SD 2216 3167 12616 4855
Control
8 56074 59378 32245 40788
9 55485 45441 36068 35378
10 44934 44519 43644 41152
11 54502 54560 53210 51302
12 44383 38860 16697 23838
13 51001 51291 48746 51811
14 51497 50128 36621 41979
Ave 51125 49168 38176 40893
SD 4810 6838 12049 9575

0

10000

20000

30000

40000

50000

60000

70000

Ca-ATPase NCAM NGF VEGF

Experimental

Control

P<0.005 P<0.005 P<0.05 P<0.05

Figure 3. This bar graph shows the RIU (y axis) differences between the control and

experimental rats with regard to the levels of the four mRNAs tested. The standard deviations

are noted on the tops of the bars as well as the T test p values. These data are from Table 1.
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Meaningful and accurate comparisons between mRNA levels of each protein could
now be made.

As seen in Table 1, the normalized RIU of the four specific proteins were as
follows.

K The control group mean values were: 51125 � 4801 for Ca2þATPase;
49168 � 6838 for NCAM-1; 38176 � 12049 for NGF-B; and 40893 � 9575 for
VEGF-A.

K The experimental group mean values were: 59073 � 2216 for Ca2þATPase;
58583 � 3167 for NCAM-1; 49938 � 12616 for NGF-B; and 49621 � 4855 for
VEGF-A.

The RIU difference of each protein between two groups was all statistically signi-
ficant. (Using a standard independent T-test. See Table 1: P , 0.005 for Ca2þ -ATPase;
P , 0.005 for NCAM-1; P , 0.05 for NGF-B; and P , 0.05 for VEGF-A).

Data were gathered to show whether the heat given off by phone exposure might
increase facial surface or internal temperatures of the rats. In our previous study
(Yan et al., 2007), the mean surface temperature of the head after 3 h of radiation
exposure was 33.3 � 0.51C for the experimental group and 33.51C � 1.11C for the
control group. Similarly, after the full 6 h of exposure, the mean surface temperature
was 33 � 0.61C for the experimental group and 32 � 0.81C for the control group.
The mean rectal temperature after 3 h of exposure was 35.6 � 0.31C in the experi-
mental group and 36.4 � 0.51C in the control group. The mean rectal temperature
after 6 h of exposure was 35.9 � 0.61C in the experimental group and 35.9 � 0.51C in
the control group. The differences in temperatures measured by a standard inde-
pendent T-test were not statistically significant ( p . 0.5).

Discussion

Long-term, high-dose, whole-body exposures are needed to accurately assess the
effects of cell phone microwave radiation. Short to moderate exposure times using
animal models, cell cultures, or questionnaires filled out by human subjects have
been the methodologies of choice. These methods have not yielded satisfactory
results to settle the controversy involving cell phones. To generate accurate data,
whole-body exposure time of a sufficient length is needed to correspond to that of
the average person’s use of a cell phone. An intensive long term exposure with a total
time of 756 h was therefore performed. Given the expected lifespan of rats are 1–2
years (8,760–17,520 h), this total exposure time translates into 4–9% of their lifespan.
This is comparable to human subjects who use cell phones for between 0.96–2.16 h
per day for over 30 years. Irreparable cellular injury can occur and subsequently lead
to tissue and system damage without reaching the stage of causing cancerous growth.
Various proteins that are up or down regulated after injuries have been investigated.
For this reason, four injury-associated proteins, which serve as indicators of acute
cellular injuries, were chosen. Ca2þ -ATPase is the major enzyme responsible for the
concentration gradient in healthy nerves. If an injury occurs, calcium influx causes
edema and cell death. This protein is needed in increased amounts to restore the
gradient prior to nerve healing. NCAM-1 contributes to nerve regeneration by
increasing the ability of Schwann cells to adhere to the axon. An increase in syap-
togenesis, fasciculation, and general nerve growth are also functions of this protein.
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NGF-B stimulates nerve sprouting and neurite growth. The increased production of
this protein under conditions of tissue injury or inflammation also aids in angio-
genesis using a VEGF mediated pathway. VEGF-A in concert with NGF-B aids in
nerve regeneration and wound healing. Injuries stimulate the neurotropic and neu-
roprotective properties of this protein. These proteins showed mRNA up-regulation
in the exposed group compared to the controls. These increases were all statistically
significant. These up-regulations, we believe, were stimulated by cellular damage
caused by cell phone radiation. Although these proteins aid in cellular repair after
acute injury, if some injuries are only partially repaired, repetitive insults over a long
period of time may result in cumulative cellular injuries, leading to cellular dys-
function. Even though the inherent plasticity of the brain may compensate partially
or completely for the cellular dysfunction, the plasticity and the self-repair ability of
the brain decrease over time. At some point, when the compensatory mechanisms of
the brain are overwhelmed, the effects of cellular dysfunction will then manifest as
clinically significant functional disabilities. The exact mechanism of cell phone
exposure induced injury is still unknown; perhaps the electromagnetic effect does
play an important role. It would seem prudent for people to keep their cell phone
exposure to a minimum in case there are small but irreversible injuries taking place.
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&p.1:Abstract The expression of connexin43 mRNA was de-
tected in adult rat brains by in situ hybridization meth-
ods. Specific digoxigenin riboprobes were generated by
in vitro transcription of two PCR-amplified fragments of
connexin43 cDNA which lack homology with any other
published connexin. Following immunohistochemical
detection, the digoxigenin cRNA was found to occur in
various neuronal populations including Purkinje cells of
the cerebellum, pyramidal cells of the neocortex and the
hippocampal formation, as well as granule cells of the
dentate gyrus and various neurons of diverse hindbrain
nuclei. This ubiquituous expression of connexin43
mRNA in adult neurons, in particular in neocortical py-
ramidal cells, is surprising insofar as gap junction com-
munication in adult bains has been considered to be con-
fined to specific subpopulations of neurons revealing a
high incidence of synchronized electrical activities in
contrast to the postnatal brain where interneuronal cou-
pling via gap junctions precedes the formation of chemi-
cal transmission. In addition, connexin43 is regarded as
being preferentially expressed in astrocytes, although its
presence in adult neurons has not definitely been exclud-
ed. We propose that adult neurons preserve their capabil-
ity of expressing functional gap junctions more frequent-
ly than presently considered and that connexin43 is a
most likely neuronal gap junction protein candidate.&bdy:

Introduction

Gap junctions constitute intercellular channels that allow
neighboring cells to directly exchange electrical and met-
abolic signals (Loewenstein 1981). The channel-forming
elements are transmembrane proteins, collectively called
connexins, which oligomerize in the trans Golgi network
to hemichannels (connexons; Musil and Goodenough
1992). Adjacent cells contact each other by coupling via

hemichannels which then form functionally competent
cell-to-cell channels for direct signal exchange between
adjoining cells (for recent reviews see Dermietzel et al.
1990; Bennett et al. 1991; Beyer 1993). In the mammali-
an central nervous system (CNS), morphological and
electrophysiological studies describe gap junctions in
distinct neuronal cell populations and predominantly in
glial cells (for reviews see Sotelo and Korn 1978; Derm-
ietzel and Spray 1993; Spray and Dermietzel 1995). The
identification and characterization of a variety of connex-
ins accordingly implied the existence of different types
of gap junctions. Different brain tissues express distinct
sets of connexins (for review see Dermietzel and Spray
1993). By means of antibodies raised against three dif-
ferent connexins (connexin 26, connexin32 and connex-
in43) the distribution of gap junction immunoreactivity
in developing and mature brain tissue (Dermietzel et al.
1989) has been studied. According to this investigation,
some neurons, as well as oligodendrocytes, were found
to express connexin32, whereas connexin26 and connex-
in43 were coexpressed in leptomeningeal and ependymal
cells. Connexin43 immunoreactivity was most abundant
in astrocytes, as was evident from ultrathin brain sections
and postnatal cultured astrocytes (Dermietzel et al. 1989;
Shiosaka et al. 1989; Yamamoto et al. 1990; Dermietzel
et al. 1991; Giaume et al. 1991). The expression of con-
nexins in the CNS was further examined by northern blot
hybridization with specific probes for connexin43 and
connexin32 cRNA to total RNA preparations of different
regions of the brain (Naus et al. 1990). According to this
study, connexin43 mRNA is homogeneously distributed
in different regions of adult rat brain, whereas connex-
in32 shows a heterogeneous distribution throughout the
brain. In situ hybridization was performed to further
evaluate the cellular distribution of connexin mRNAs in
adult (Micevych and Abelson 1991) and developing
(Belliveau and Naus 1995) rat brains. These studies us-
ing cRNA probes for connexin32 and connexin43 were
based on in situ autoradiography. After hybridization,
signals for connexin43 mRNA seemed to be predomi-
nantly associated with astrocytes, but expression of con-
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nexin43 mRNA in neurons could not be excluded. Con-
nexin32 mRNA matched with subpopulations of neurons
and with oligodendrocytes, especially in the hippocam-
pal cortex, the neocortex, and the cerebellum of the adult
rat brain (Micevych and Abelson 1991). Because of the
abundance of connexin43 protein in astrocytes and the
close relationship of these cells to neurons, the problem
of a correct assignment of this connexin to a particular
cell class arises. Single cell resolution is therefore an es-
sential requirement to unequivocally attribute connex-
in43 mRNA expression to one of these cell types.

Here we report on in situ hybridization of brain slices
using the digoxigenin technique which allows the identi-
fication of individually stained cells. Our data provide
evidence that the mRNA of connexin43 is ubiquitiously
expressed in a variety of neurons including pyramidal
cells of the hippocampus, cortical neurons, and Purkinje
cells of the cerebellar cortex. It also occurs in various
concentrations in multiple nuclei of the hindbrain. The
functional implications of this observation is discussed
in the context of the concept of gap junction-mediated
cell-to-cell communication in brain tissue.

Materials and methods

Tissue preparation

Tissues were collected from adult (2–3 months) Wistar rats of both
sex (Charles River, Sulzfeld, Germany). Animals were deeply
anesthetized in ether and subsequently decapitated. The brain was
dissected immediately by separating the cortex, cerebellum, and
brainstem. The specimens were embedded in Tissue Tek (Miles,
USA) and directly frozen in liquid nitrogen.

cRNA probes

Two specific regions of rat connexin43 cDNA (Beyer et al. 1987)
were amplified by polymerase chain reaction (P1: positions
940–1347, the C terminus; P2: positions 517–630, the cytoplasma-
tic loop; see Fig. 1 for positions). Screening of the EMBL gene
bank indicated that both probes do not show any major homology
with other published sequences. P1 was subcloned into vector
pGEM-3Z (Promega, Heidelberg, Germany) and P2 into vector

(pCR II (Invitrogen, San Diego, USA). Both cRNA probes were
synthesized and digoxigenin-labelled by means of an in vitro tran-
scription kit according to the manufacturer’s recommendation
(Boehringer, Mannheim, Germany). To produce antisense cRNA
strands of the C-terminal region (P1), the plasmid was linearized
with EcoRI followed by in vitro transcription with SP6 RNA poly-
merase. In the same way, but using BamHI and T7 RNA polymer-
ase, the sense cRNA strands of the same region were synthesized.
Transcripts of the cytoplasmatic loop region (P2) were produced
using the enzymes BamHI and T7 RNA polymerase for the anti-
sense cRNA strands, XhoI and SP6 RNA polymerase for the sense
cRNA strands. All in vitro transcriptions were performed with dig-
oxigenin-labelled UTP.

Northern blots

Total RNA from rat heart was isolated according to Chomczynski
and Sacchi (1987). Aliquots of 20µg were separated in agarose
gels and blotted onto nitrocellulose membranes. Blotted mem-
branes were prehybridized at 55° C in 50% formamide, 0.02%
SDS, 0.1% Sarkosyl, 2×Denhardt’s reagent, and 5×SSC (1×SSC is
150 mM NaCl, 15 mM sodium citrate, pH 7.2) for 3 h. Hybridiza-
tion was performed applying a total of 500 ng of RNA in the pre-
hybridization mixture to each membrane strip for 16 h at 55° C.
After hybridization, the membranes were washed and the hybrid-
ized probes were further processed with an anti-digoxigenin anti-
body (see below). Controls included blotting with labelled sense
strand cRNA as well as hybridizing the probes to total RNA from
rat liver, which, under non-regenerating conditions, expresses only
low levels of connexin43.

In situ hybridization histochemistry

For in situ hybridization histochemistry, 8- to 15-µm-thick sec-
tions were cut in a cryostat, placed on silanated cover slips, and
freeze dried at −20° C for several hours before application of the
fixative (4% formaldehyde in phosphate-buffered saline, PBS).
Sections were rinsed in PBS, 0.1 M glycine thereafter and incubat-
ed in 0.1 M TRIS, pH 8, containing 50 mM EDTA and 3µg/ml
proteinase K for 20 min at 37° C. Proteinase activity was stopped
by applying the fixative for 10 min. After rinsing in PBS contain-
ing 0.1 M glycine, the sections were acetylated using 0.25% acetic
anhydride in 0.1 M triethanolamine at pH 8, followed by dehydra-
tion in an ascending series of ethanol, and subsequent air drying.
Prehybridization was achieved by incubating the sections at 45° C
in 50% formamide, 0.3 M NaCl, 20 mM TRIS, pH 8, 1 mM ED-
TA, 10% dextran sulfate, 1×Denhardt’s solution, and 500µg/ml
yeast tRNA (Song et al. 1994).

For hybridization with P1, sections were incubated for 16 h at
50° C in 15µl prehybridization mixture containing 50 ng digoxi-
genin-labelled RNA probe. After hybridization, the sections were
washed 3 times in 2×SSC at 55° C. Subsequently, the non-hybrid-
ized probe was removed by incubating the sections in 10 mM
TRIS, 1 mM EDTA, 0.5 M NaCl containing 6µg/ml ribonuclease
A at 37° C for 10 min. The sections were then washed 3 times in
0.1×SSC at 55° C and once in 0.1×SSC at 55° C and once in
0.1×SSC at room temperature. Controls were performed by hy-
bridization with labelled sense strand RNA (Uhl et al. 1985).

Slight modifications were performed when sections were hy-
bridized with the P2 probe. Before treatment with fixative, a heat
fixation step (5 min, 50° C) was inserted. Sections were rinsed in
PBS without glycine. Before incubation for 1 h at 50° C in prehy-
bridization mixture, sections were rinsed twice in 2×SSC for 5
min. Proteinase K treatment and subsequent steps were not per-
formed. Hybridization was done for 16 h at 50° C in prehybridiza-
tion mixture containing 12 ng digoxigenin-labelled cRNA probe.
The sections were then washed once in 2×SSC, 3 times in 2×SSc
containing 60% formamide at 37° C, and twice in 2×SSC at room
temperature. Controls for P2 were also performed with appropriate
labelled sense strand cRNA.

In both cases (P1, P2) the hybridization products were visual-
ized by immunolabelling of the digoxigenin-labelled hybrid with a
specific polyclonal anti-digoxigenin antibody coupled to alkaline
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Fig. 1 Positions of the two connexin43 cRNA probes (P1, P2).
The nucleotide positions are projected on the assumbed protein
structure of connexin43. The numbersindicate the nucleotide po-
sitions (nc) within connexin43 cDNA (Beyer et al. 1987). This
scheme is used throughout the figures to indicate the probes used
for hybridization&/fig.c:



phosphate (Boehringer) and subsequent staining of the alkaline
phosphatase with 5-bromo-4-chloro-3-indolyl phosphate (BCIP)/
nitro blue tetrazolium (NBT). Briefly, sections were rinsed twice
in 0.1 M TRIS-buffered saline (TBS) and blocked with 1% block-
ing reagent (Boehringer) in TBS for at least 30 min. The antibody
was diluted in TBS containing 0.2% blocking reagent and 0.1%
Triton X-100. The sections were incubated overnight at 4° C,
rinsed twice in TBS, and once in 100 mM TRIS/100 mM NaCl/50
mM MgCl2. The staining was performed in the latter buffer con-
taining 4.5µl NBT/ml and 3.5µl BCIP/ml for 7–16 h. The reac-
tion was stopped by washing the sections several times in double-
distilled water. Slices hybridized with cRNA probes containing the
cytoplasmatic loop region (P2) were counterstained with methyl
green for 7 min. All sections were embedded in aqueous mounting
medium (Shandon Southern Products, Astmoor, USA).

Additionally, simultaneous fluorescence in situ hybridization
(FISH) of connexin43 and immunocytochemistry of a glial marker
(glial fibrillar acidic protein, GFAP) was performed in order to as-
sess the contribution of astrocytes to the expression of connexin43
mRNA in brain slices. In these experiments the hybridized sec-
tions were incubated in a mixture of anti-digoxigenin Fab2 frag-
ments raised in sheep (diluted 1:50, Boehringer) and a monoclonal
anti-GFAP antibody (diluted 1:400, Dianova, Hamburg, Germa-
ny). Incubation was performed overnight at 4° C, followed by la-
belling with secondary antibodies. The anti-digoxigenin Fab2
fragments were detected by anti-sheep IgG coupled to fluorescein
isothiocyanate (FITC; diluted 1:100, Boehringer) and the anti-
GFAP IgG with goat anti-rabbit IgG conjugated to Texas Red (di-
luted 1:500, Dianova). After three washes in 0.1% BSA/PBS, sec-
tions were embedded in FITC-Guard (Testoc, Chicago, USA) and
examined with a confocal laser microscope (BioRad 500)
equipped with a multi-laser irradiation device.

Results

Determination of the specificity of the cRNA probes

In order to evaluate the specificity of the anti-sense
cRNA probes (P1, P2), the digoxigenin-labelled tran-
scripts were hybridized to total RNA of rat heart. Heart
tissue was chosen since connexin43 is the major gap
junction protein in cardiac cells. Northern blots showed
distinct bands at 3.0 kb (Fig. 2a, c) which correspond
with the expected length of connexin43 mRNA (Beyer et
al. 1987). No additional bands were detected, indicating
specific binding of the probes to connexin43 mRNA.
Controls were performed using the digoxigenin-labelled
sense probes (Fig. 2b, d) as well as hybridizing sense and
anti-sense probes to total RNA from rat liver, which ex-
presses connexin43 only in fibroblasts of the Glisson
capsule and in endothelial cells, but is enriched in con-

nexin32 and connexin26. Incubation of liver RNA yield-
ed no signals with the connexin43 cRNA probes at expo-
sure times which gave a discrete signal in heart samples
(data not shown).

Distribution pattern of connexin43 mRNA
in the cerebellum

In situ hybridization performed on coronal sections of
the cerebellum (Fig. 3A) showed consistent staining of
Purkinje cells (Fig. 3B, C). The reaction product was lo-
calized preferentially in the cytoplasm of individual peri-
karya. In the stratum granulosum, hybridized probe was
detected in randomly distributed cells which exhibited
large pericarya. By their localization, size, and abun-
dance they can be considered to represent Golgi cells
(Fig. 3B). Staining was confined to the somata of these
cells. The stratum moleculare revealed various numbers
of preferentially staining, relatively small cells, in close
proximity to Purkinje cells (Fig. 3C). A definitive identi-
fication of these cells according to their localization
could not be assessed by the alkaline phosphatase stain-
ing. Controls using sense probes exhibited no labelling
of the sections (Fig. 3D).

Neocortical localization of connexin43 mRNA

The mRNA hybridization of P1 could be detected in
cells distributed throughout all layers of the fronto-pari-
etal cortex. The most intense staining was observed in
the pericarya of pyramidal cells in layer V and in cell
bodies located at the innermost cortical layer (lamina
VIb; Fig. 4A, B). Layers II, III, and IV as well as layer
VIa showed homogeneously distributed cells with vari-
able staining intensities. In the molecular layer as well as
in the white matter few connexin43 mRNA-positive cells
were detected, which, according to their localization, can
be considered to represent astrocytic pericarya. The
staining intensitiy of these cells was lower than in most
of the pyramidal cells. Apart from the pyramidal cells
which could be identified by their characteristic mor-
phology (Fig. 4C), the attribution of the other label to a
specific cell class was less accurate. They may either re-
present astrocytes or interneurons such as spindle cells,
basked or stellate cells. When comparing hybridized sec-
tions with subsequent sections counterstained with tolui-
dine blue (Fig. 4A, B), the larger and more prominently
stained cells can be considered to represent neurons be-
cause of their phenotypical appearance and laminated lo-
calization, whereas the population of randomly dispersed
cells revealing mostly a weaker reaction are likely to re-
present astrocytes (Fig. 4C). Hybridization of coronal
sections with P2 revealed an identical labelling pattern
(Fig. 4E). In general, labelling intensity with P2 was less
prominent than with P1. This difference is probably due
to the length of the probe which is about 290 nucleotides
shorter than P1 and therefore allows less dUTP label per
cRNA molecule. Again, sense controls were devoid of
any reaction product (Fig. 4D, F).
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Fig. 2 Northern blot of total RNA from rat heart hybridized with
P1 (a, b) digoxigenin-labelled antisense (as) and sense (s) probes.
Position of 28S RNA is indicated on the left side in kilobases. P2
(c, d) indicates corresponding Northern blots with the cytoplasmic
loop probe&/fig.c:



The hippocampal cortex shows a distinct pattern
of connexin43 mRNA expression

In situ hybridization of coronal sections of hippocampal
slices with the labelled cRNA probe containing the anti-
sense sequence of the C-terminus of connexin43 (P1)
showed a specific labelling pattern of connexin43

mRNA-positive cells. The cell bodies of pyramidal cells
at the hilus as well as in the CA3 and CA2 regions were
intensively stained (Fig. 5A). A decrease in staining in-
tensity was found in pyramidal cells of the CA1 region
(Fig. 5B). The granule cells of the dentate gyrus were
also positive for connexin43 but the signal was much fa-
inter than that of the pyramidal cell layer (Fig. 5A, C).
However, in most of the granule cells, prominent spots of
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Fig. 3 Sagittal section of the cerebellum stained with toluidine
blue (A). Localization of connexin43 mRNA in the cerebellum by
in situ hybridization with digoxigenin-labelled antisense (B, C)
and sense (D) P1 probes. Hybridized probes were visualized with
an enyzme-linked antibody/alkaline phosphatase-conjugated anti-
digoxigenin antibody with nitro blue tetrazolium/5-bromo-4-chlo-
ro-3-indolyl phosphate (NBT/BCIP) as substrate. B A low magni-
fiation of the cerebellar cortex with regularly stained Purkinje
cells and some Golgi cells in the granular layer (arrows). C High-
er magnification showing the presence of connexin43 mRNA in
perikarya of smaller cells (arrows) located in the Purkinje cell lay-
er. (m Molecular layer, g, granule cell layer) Normaski contrast
(C, D). Bars100µm&/fig.c: Fig. 4 Coronal section of the fronto-parietal cortex stained with

toluidine blue (A). Localization of connexin43 mRNA in the fron-
to-parietal cortex by in situ hybridization with digoxigenin-la-
belled antisense (B, C, E) and sense (D, F) riboprobes. Staining is
most intense in the pyramidal cells of layers V and VIb (B). C A
high magnification micrograph of layer V indicating a consider-
able degree of variability of mRNA concentrations between the
different cell types. E A section through cortical layers IV and V,
labelled with P2. Nuclei are counterstained with methyl green (E,
F). (cc Corpus callosum, I-VI indication of cortical layers) Norma-
ski contrast (C–F). BarsA, B, E, F 100µm, C, D 50 µm&/fig.c:
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the hybridization product were found, which are likely to
represent clusters of mRNA (Fig. 5C). The molecular lay-
er of the dentate gyrus revealed only very few connexin43
mRNA-positive cells. Additionally, connexin43 mRNA
was abundant in cells probably representing interneurons
located mainly in the stratum oriens along the CA2 re-
gion and the subsequent part of the CA1 region. In the

stratum radiatum, immunopositive cells were more homo-
geneously distributed. The stratum lacunosum moleculare
was devoid of connexin43 mRNA-positive cells. No reac-
tivity was found with P1 sense controls (Fig. 5D). Hy-
bridization of hippocampal sections with P2 yielded iden-
tical patterns of labelling (Fig. 7D). As indicated above,
labelling intensity with P2 was less prominent than with
P1 but reached significant levels, especially when com-
pared with the sense controls (Fig. 7E).
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Fig. 5 Localization of connexin43 mRNA in a coronal section of
the hippocampal formation with digoxigenin-labelled antisense
(A–C) and sense (D) P1 riboprobes. Low magnification (A) indi-
cates the differences in staining intensities between the dentate gy-
rus (g) and the pyramidal cells of the hippocampus (CA3, CA2,
CA1). B The transition zone between the CA2 and CA1 regions
which reveals a gradient in staining intensity indicative of lower
amounts of connexin43 mRNA in CA1 pyramidal cells. C Granule
cells of the dentate gyrus with clusters of mRNA (arrows). (o Stra-
tum oriens, r stratum radiatum, m stratum moleculare, h hilus, g
granular cells of the dentate gyrus) Normaski contrast (B–D). Bars
A 200µm, B–D 50 µm&/fig.c:

Fig. 6A–C Localization of connexin43 mRNA in coronal sections
of the hindbrain using digoxigenin-labelled antisense P1 ribo-
probes. A Low magnification of a section taken from the level of
the hypoglossal nucleus (h). B, C Higher magnifications showing
individual stained neurons of the inferior olivary complex (B) and
the gigantocellular nucleus (C). (o Inferior olivary complex, g gi-
gantocellular nucleus, p pyramidal tract, h hypoglossal nucleus, s
solitary nucleus, r reticular nuclei, t spinal trigeminal nucleus, c,
nucleus cuneatus, v dorsal vagal nucleus, l lateral reticular nucle-
us) Normaski contrast (B, C). BarsA 200µm, B, C 100µm&/fig.c:
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Distribution of connexin43 mRNA in the hindbrain

For analysis of connexin43 mRNA distribution in the
hindbrain, frontal sections of the brainstem at the level of
the inferior olivary complex were used for in situ hybrid-
ization with the P1 probe. Connexin43 mRNA-positive
cells could be detected in various nuclei of the hindbrain.
According to their cell shape, the large cells were identi-
fied as neurons while the small cells, which were found
to be randomly distributed, are considered to represent
astrocytes (Fig. 6A). The intensity of connexin43 mRNA
in the nuclei of the hindbrain showed a high degree of
variability. Very prominent staining was observed in
pericarya of neurons of the hypoglossal nucleus as well
as in the complex of the lateral reticular nucleus includ-
ing the subtrigeminal part (Fig. 6A). Similarly, intense
staining was detected in the external nucleus cuneatus
and the inferior olivary complex (Fig. 6B). Neurons re-
vealing equal amounts of the hybridization products
were also found in the paragigantocellular nucleus and
the spinal trigeminal nucleus. For a summary of connex-
in43 mRNA distribution in the hindbrain see Table 1
(nomenclature according to Paxinos and Watson 1986).

Comparison of connexin43 mRNA levels
in astrocytes and neurons

In order to assess the contribution of astrocytic connex-
in43 mRNA expression in the diverse brain regions, we
performed simultaneous fluorescence in situ hybridiza-
tion and indirect immunofluorescence cytochemistry of
GFAP as an astrocytic marker protein. Although an exact
correllation of GFAP localization and connexin43
mRNA could not consistently be achieved because of the
more peripheral concentration of GFAP in astrocytic pro-
cesses in contrast to the pericaryonal localization of
mRNA, the double labelling approach confirmed our sin-
gle enzymatic staining experiments insofar as the most
prominent connexin43 labelling occurred in neurons.
This became particularly evident in the cerebellar cortex
(Fig. 7A) where high concentrations of GFAP in the
granular layer did not correspond to equivalent amounts

of connexin43 mRNA. In contrast, Purkinje cells and
some perikarya of the molecular layer stained positively
for connexin43 mRNA (Fig. 7A). In cases of colocaliza-
tion of the GFAP signals (Texas Red) and signals for
connexin43 mRNA (FITC) the latter was less pro-
nounced than the signals derived from the neuronal con-
nexin43 mRNA in the same section. This phenomenon
proved valid for all brain regions examined by means of
the double labelling technique including the hindbrain
(Fig. 7B) and the hippocampus (Fig. 7C). Apparently,
the bulk concentration of connexin43 mRNA is higher in
neurons than in astrocytes.

Discussion

Methodological considerations

In situ hybridization histochemistry using radioactively
labelled probes is a sensitive method to detect mRNA
molecules in tissues or cultured cells. The number of
RNA molecules that can be visualized ranges between
20 and 75 per cell (Cox et al. 1984). However, a major
problem of this method concerns the cellular resolution
of the signals. In sections of rather heterogeneous tissue
it is difficult to assign the signals to individual cells.
With respect to the in situ labelling of brain slices this
problem becomes particularly serious. Glial cells and
neurons are often located in close proximity. The obser-
vation that the signal of an in situ-hybridized radioactive-
ly labelled cRNA probe specific for RNA of connexin43
matches predominantly with astrocytes (Miceviych and
Abelson 1991; Belliveaun and Naus 1995) does not ex-
clude the possibility of connexin43 mRNA being ex-
pressed in neuronal cells as well. In situ hybridization
histochemistry using non-radioactively labelled cRNA
probes followed by immunocytochemical detection pro-
vides a better resolution and subsets of individually
stained cells can be differentiated by their typical mor-
phology. The general sensitivity of this method has been
shown to be comparable to that achieved by radioactive
in situ hybridization (Peterson and McCrone 1994).
However, a critical parameter seems to be the concentra-
tion of mRNA molecules in a single cell (Gee et al.
1983). High levels of transcripts can reproducibly be de-
tected with both methods, whereas at low levels of
mRNA, differences in the sensitivity of both techniques
are likely to occur. In particular, the digoxigenin method
seems less sensitive than the autoradiographic approach
in cases of critical mRNA levels. This may explain the
inconsistency of staining in astrocytes which, according
to their weaker reactivity, seem to contain less connex-
in43 mRNA, thereby escaping detectability by the dig-
oxigenin technique.

Cross-hybridization is another serious problem which
frequently produces false-positive results. To exclude the
possibility that our unexpectedly high labelling frequen-
cy of neurons is attributable to artificial cross-hybridiza-
tion with non-connexin mRNAs, we used a second
probe, P2, with no overlap in sequence with the C-termi-
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Table 1 Expression of connexin43 mRNA in different nuclei of
the hindbrain. Expression is indicated in relative terms: + positive
reaction, +/− low reaction, − no reaction&/tbl.c:&tbl.b:

Hindbrain nuclei Connexin43 
mRNA-positive neurons

Inferior olive +
Lateral reticular nucleus +
Subtrigeminal lateral reticular nucleus +
Parvocellular lateral reticular nucleus +/−
Intermediate reticular nucleus +
Paramedian reticular nucleus −
Nucleus gigantocellularis +
Spinal trigeminal nucleus +
Nucleus cuneatus +
Nucleus solitary tract +/−
Dorsal motor nucleus vagus +
Nucleus hypoglossus +

&/tbl.b:



nal probe, P1. Both probes were selected from two
cDNA portions of Cx43 (Beyer et al. 1987) which show
no homology with any other published connexin se-
quence. Cross-checking of the gene data bank of EMBL
also indicated only neglible homologies with some arbi-
trarily selected viral genes. Since both probes gave con-

sistently identical patterns of labelling in the hippocam-
pus and brain cortex, we consider the data to be most re-
liable. However, we cannot definitely exclude the possi-
bility of a cross-hybridization of our connexin43 probes
with unknown connexins of higher homology than the
isoforms published to date.
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Fig. 7 Simultaneous fluores-
cence in situ hybridization and
indirect immunofluorescence
cytochemistry of connexin43
mRNA (fluorescein isothiocy-
anate, FITC; green) and glial fi-
brillar acidic protein, GFAP
(Texas Red; red) as an astrocy-
tic marker (A–C) and localiza-
tion of connexin43 mRNA in a
coronal section of the hippo-
campal formation with digoxi-
genin-labelled antisense (D)
and sense (E) P1 riboprobes.
A The Purkinje cell layer of the
cerebellar cortex with part of
the molecular layer (m) and
granular layer (g). Note the low
concentration of connexin43
mRNA in the granular layer as
compared with the intensive
staining in Purkinje cells. In
some places, colocalization of
the mRNA signal (green) and
the GFAP signal (red) is
achieved, yielding a yellow col-
or (arrow). B Coronal section
of the hindbrain at the level of
the inferior olivary nuclei (o).
Colocalization is only prevelant
in the marginal glia (arrows).
C Section through the hippo-
campal formation. Granular
cell layer of the dentate gyrus
is shown at the top and bottom
(g). Pyramidal cells of the
CA3/CA4 region are indicated
in the center of the micrograph.
Colocalization of GFAP immu-
noreactivity and connexin43
mRNA occurs in several radial
astrocytic fibers of the granular
layer (large arrows) and in
some astrocytic processes of
the pyramidal layer (small ar-
rows). D A high magnification
of the CA1 region of the hippo-
campus with staining of pyra-
midal cells after hybridization
with P2. E Control with P2
sense probe. Nuclei are count-
erstained with methyl green
(D, E). (r Stratum radiatum)
BarsA–E 50 µm&/fig.c:



Neuronal connexin43 expression
and functional implications

Using the digoxigenin approach for in situ hybridization
with two different cRNA probes specific for connexin43,
we detected mRNA of this gap junction protein in a high
number of neurons in adult brains such as Purkinje cells
and Golgi cells of the cerebellum, pyramidal cells of the
neocortex and the hippocampal formation, and in granule
cells of the dentate gyrus. Furthermore, neurons express-
ing connexin43 mRNA were found in distinct nuclei of
the hindbrain. These findings are surprising insofar as
gap junction-mediated electrical coupling has been con-
sidered to be confined to specific populations of neurons
in the adult brain which exhibit a high incidence of syn-
chronized electrical activities (Sotelo and Llinás 1972;
Llinás et al. 1974; Sotelo and Korn 1978; Llinás 1985;
Llinás and Sasaki 1989; Sasaki et al. 1989). In contrast,
postnatal brains show extensive coupling of cortical neu-
rons, phenomenon which is regarded to be involved in
the postnatal development of the modular architecture of
the neocortex (Yuste et al. 1992; Peinado et al. 1993). In
the progress of brain maturation, electrical coupling is
thought to be downregulated in favor of stabilizing
chemical transmission (Kandler and Katz 1995).

Additionally, immunocytochemical studies on slices
from adult brains have failed to confirm the expression
of connexin43 in neurons. Several reasons may account
for the apparent lack of knowledge concerning the neu-
ronal connexin type(s). Firstly, in situ labelling of con-
nexin43 by immunocytochemistry does not allow the
signals to be attributed to neurons because of the abun-
dance of the protein in astrocytes. Even at the electron
microscopical level, a definite attribution of immunogold
label to neuronal profiles proved difficult, since minute
astrocytic processes with gap junctional contacts can be
frequently observed in close proximity to neuronal peri-
karya (Miragall et al. 1992). Secondly, electrophysiolog-
ical in vitro approaches have failed to characterize uni-
tary conductances of gap junction channels in differenti-
ated neurons due to the low incidence of coupling under
in vitro conditions (Kessler et al. 1985). Thirdly, the ex-
pression of neuronal connexins may be regulated by
strict translational control which affects translational ef-
ficacy. The latter argument implies that the presence of
connexin mRNAs is not indicative of constitutive expres-
sion of the protein. Discrepancies between connexin
mRNA concentrations and protein levels have been de-
scribed, for instance, in lung, where connexin37 and
connexin40 are enriched at the mRNA level without any
detectable protein concentrations (Willecke et al. 1991;
Hennemann et al. 1992). Translational efficacy may,
thus, be an important regulatory principle in connexin
expression (Saez et al. 1989; Kren et al. 1993). From the
standpoint of metabolic effectiveness, it seems most like-
ly that the expression of high levels of mRNA is also fol-
lowed by at least transient translation of the finite gene
product, i.e., the protein. We therefore consider the idea
reasonable that neurons exhibit a constitutive pool of
connexin43 mRNA which may be transiently expressed,

for example in an activity-dependent manner. Arguments
for a rapid recruitment of gap junctional coupling come
from two different sources. We have recently shown that
ligation of the facial nerve induces a fast upregulation of
connexin43 expression in its central motor nuclei. The
increase of detectable connexin43 occurs within less
than an hour and is the earliest response described thus
far in this experimental paradigm (Rohlmann et al.
1994). In this case, the upregulation is considered to oc-
cur in astrocytes. On the other hand, evidence for rapid
recruitment of electrical coupling between neurons is
provided by electrophysiological and dye injection stud-
ies of hippocampal slices (MacVicar and Dudek 1981).
The hippocampal paradigm has been frequently used to
evaluate the generation of synchronized populations of
spikes and its relevance for seizure discharge. Since syn-
chronized action potentials can occur after chemical
transmission has been blocked (in calcium-free solu-
tions), electrical transmission is most likely to play a role
in spike synchronization (Perez-Velazquez et al. 1994).
The strengthening o electrical coupling between hyper-
excitable neurons can either be explained by gating
mechanisms at the channel level or de novoassembly of
functional channels from a pool of preexisting connex-
ons. Such a pool can be considered to be transiently fu-
elled by translation of the appropriate mRNA. The dou-
ble labelling experiments indicate that the concentation
of connexin43 mRNA is higher in neurons than in astro-
cytes. It remains to be clarified whether this discrepancy
in connexin43 mRNA concentrations reflects differences
in the regulatory principles governing the expression of
connexin43 in both cell classes.

The recent discovery that astroglial-neuronal coupling
occurs, at least under in vitro conditions (Nedergaard
1994), is indicative of the latent capability of neurons to
establish functional gap junctions. Our detection of con-
nexin43 in a variety of neurons does not exclude the pos-
sibility of co-expression of another connexin in the same
neuronal type, i.e., connexin32, which has been de-
scribed as a connexin in some subpopulations of neurons
(Dermietzel et al. 1989; Micevych and Abelson 1991).
Alternatively, a diversified expression of connexins in
neurons of different types seems feasible. Double in situ
hybridization is necessary to finally answer this issue.
Since the different connexin isoforms exhibit consider-
able differences in their regulatory properties when as-
sembled in gap junction channels, such a diversified ex-
pression of neuronal connexins would provide a new as-
pect to the issue of direct interneuronal communication.

The question then arises, how can the formation of
functional connexin43 channels be controlled to avoid
promiscuous junctional interaction between neurons and
glial cells? The powerful trait of neurons and/or glial
cells to establish functionally correct gap junctions could
occur via the interaction of homophilic cell adhesion
molecules. One would except that strict control mecha-
nisms regulate the successful achievement of interneuro-
nal and/or glial-neuronal gap junction formation in vivo.
Further studies using some of the established experimen-
tal models, in particular preparations of brain slices,
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should allow a better definition of the functional signifi-
cance of neuronal connexin43 expression.
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This study was designed to determine the effects of pulsed
electromagnetic fields (PEMF) on the mRNA expression of the
receptor activator of NF-κ-B (RANK) and carbonic anhydrase II
(CA II) in ovariectomized rat osteoclast-like cells. Marrow cells
were harvested from femora and tibiae of rats, from which the
ovaries had been totally excised, and cultured in 6-well chamber
slides. After 1 day of incubation, the marrow cells were exposed
to PEMF for 3 days with 3.8 mT, 8 Hz, and 40 min per day.
Osteoclast-like cells were confirmed by both tartrate resistant
acid phosphatase (TRAP) stain and bone resorption assay. The
expression of RANK and CA II mRNA was determined with real-
time fluorescent-nested quantitative polymerase chain reaction.
Compared with the sham group, the level of serum estradiol
in the ovariectomized group was significantly decreased ( p <
0.05). The numbers of multinucleated, TRAP-positive osteoclast-
like cells and resorption pits formed were observed. In invitro
study, the expression of RANK and CA II were measured in
sham, ovariectomized without PEMF, and ovariectomized with
PEMF treatment. Compared with the ovariectomized (PEMF)
experimental group and sham group, CA II mRNA expression was
significantly increased in the ovariectomized control group ( p <
0.05, 0.01, respectively). Compared with the sham group, RANK
mRNA expression was significantly increased in the ovariectomized
control group ( p < 0.05). These data suggest that PEMF could
regulate the expression of RANK and CA II mRNA in the marrow
culture system.

Keywords PEMF; E2; Osteoclast-Like Cell; RANKmRNA; CAIIm-
RNA

INTRODUCTION
Osteoporosis is a condition of low bone mass and disrupted

microarchitecture that results in fractures with minimal trauma.
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Bone is a complex tissue that remodels continually throughout
life via resorption of old bone by osteoclasts and the subsequent
formation of new bone by osteoblasts [1]. Osteoclast-mediated
bone resorption and osteoblast-induced bone formation are
critical factors that determine bone mass. An imbalance between
osteoclasts and osteoblasts may leads to various bone-related
disorders such as osteoporosis, osteomalacia, and osteopetrosis
[2, 3]. Osteoclasts derive from hematopoietic cells of the
monocyte/macrophage lineage through differentiation. During
this process, the receptor activator of nuclear factor kappa B
ligand (RANKL) and macrophage colony-stimulating factor
(M-CSF) play crucial roles and have been identified as essential
for differentiation and maintenance of osteoclasts.

So far, two types of receptors for RANKL are known: RANK
and osteoprotegerin (OPG). RANK expressed on osteoclast
precursors and mature osteoclasts transduces RANKL signal-
ing. The RANKL signal in osteoclast precursor cells stimulates
the activation of the three major mitogen-activated protein ki-
nases (MAPKs), including extracellular signal-regulated kinase
(ERK), c-Jun-N-terminal kinase (JNK), and p38-MAPKs [4].
The phosphoinositide kinase-3/Akt, nuclear factor of activated
T-cells c1 (NFATc1), activator protein 1 (AP-1), and nuclear
factor kappa B (NF-κ-B) pathways are also affected by RANKL
[4–7]. These signaling pathways ultimately lead to induction and
activation of the transcription factors involved in the expression
of genes that characterize osteoclasts. Carbonic anhydrase
isoenzyme II (CA II) also affects osteoclast function and gives
rise to metabolic bone disease. CA II deficiency (formerly
called osteopetrosis with renal tubular acidosis and cerebral
calcification syndrome) is an autosomal recessive inborn error
of metabolism that provides significant insight into osteoclast
function and osteoclast-mediated bone resorption. CA II and
vacuolar H+-ATPases are involved in the extracellular acidifica-
tion caused by osteoclasts. The process of acid demineralization
in osteoclasts is accomplished through H+-ATPase, which
pumps hydrogen ions formed and released by specific CA II
into the extracellular compartment [8, 9]. CA II catalyzes the
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reaction between CO2 and H2O to synthesize H2CO3, which
then dissociates into H+ and HCO3

− [10]. Therefore, CA II
plays an important role in osteoclastic bone resorption [11, 12].

Pulsed electromagnetic fields (PEMFs) are effective therapy
for patients with delayed fracture healing and nonunions [13–15]
and affect bone metabolism both in vivo and in vitro [16–21].
Cellular studies have demonstrated that PEMF treatment (15
Hz) results in a more differentiated and mature osteoblast [22].
Studies of the effects of PEMFs (7.5 Hz) on osteoclasts have
shown that PEMF promotes the apoptosis rate of osteoclasts de-
rived from primary osteoblasts and bone marrow cells cocultures
[17] and can regulate osteoclastogenesis, bone resorption, OPG,
RANKL, and M-CSF concentrations in marrow culture system
[23]. However, although the biological effects of PEMF on
osteoblasts and osteoclasts have been studied for many decades,
the manner in which electromagnetic fields interact with cells
and influence their behavior is still poorly understood.

The purpose of this study was to investigate the effects
of PEMF on the expression of RANK and CA II mRNA in
osteoclast-like cell cultures derived from the bone marrow of
ovariectomized rat.

MATERIALS AND METHODS

Animals
Female rats (SD) at 3 months of age with body weights

of 201 ± 18 g were purchased from West China Clinical
Medicine College of Sichuan University Laboratory Animal
Center, Chengdu, China (certificate no. 0003236). The rats
were maintained at 22 ± 2◦C with good ventilation, an
alternate 12-hr natural light-dark cycle, and unlimited access
to standard rat food and tap water. This study was approved
by the medical ethics committee of the West China Hospital
of Sichuan University and conforms to National Institutes of
Health guidelines regarding animal experimentation.

Reagents and Electromagnetic Stimulation System
MEM-alpha and Tris used in this study were obtained from

Invitrogen Co (USA). The fetal bovine serum was obtained
from GIBCO (USA). Trizol was obtained from MRC Co (USA).
DNA markers were obtained from Tiangen Co, (Beijing, China).
Taq DNA polymerase and dNTP were obtained from Takara
Bio Group (Dalian, China). RevertAidTM first strand cDNA
synthesis kits were obtained from MBI Co, (Lithuania). Primer
probes were obtained from Shanghai Biological Engineering
(Shanghai, China).

A stimulating unit composed of the waveform generator,
amplifier, and coils, which can provide a uniform PEMF for
treating culture cells, was applied. The waveform generator was
an extremely low frequency function generator that can generate
potential signals with sinusoidal, triangular, and rectangular
waveforms. Triangular wave was applied in this study. After
being amplified, the signals were output to the coils. The

coils formed a cylindrical solenoid, which consisted of 1000
turns of copper wire (diameter 1 mm) surrounding a plastic
tube. The PEMF in the solenoid was approximately uniform.
The cells were contained in a chamber that could be placed
in the middle of the apparatus on a plastic shelf, and the
magnetic flux was vertical to the chamber. In the study, the
frequency, intensity, and time of PEMF were 8 Hz, 3.8 mT,
and 40 min per day, respectively. The apparatus (Union-2000A
osteoporosis treatment system) used in the present study was
obtained from the Biomedical Engineering Research Institute,
Chinese Academy of Medical Sciences, Tianjin. China.

Ovariectomy
In the first set of the experiments, a 36 healthy female SD rats

were randomly assigned to two groups. Sham group included 12
rats in which retroperitoneal fat with the same mass as bilateral
ovaries was removed under general anesthesia with 5% chloral
hydrate (0.6 ml/100 g). In the ovariectomized (OVX) group
24 rats had ovariectomies performed under similar conditions
of anesthesia. After 12 weeks, blood samples were collected
and the rats were sacrificed. Serum was separated and stored at
−20◦C for later measurement of serum estradiol (E2).

Hormone Measurements
Levels of serum E2 were determined by chemiluminescence

analysis using a Centaur automatic immunoassay apparatus
(Bay Co. Germany) and counting with a XH-6010 gamma
counter in parallel double-tube tests. The intrabatch and inter-
batch coefficient of variation (CVs) of E2 were 2.37% and
3.04%, respectively.

Osteoclast-Like Cell Formation in Rat Marrow Cultures
Rat bone marrow cells were harvested 12 weeks after ovariec-

tomized by the method of Chamber and Magnus [24] with minor
modifications. For superficial antisepsis, the sacrificed rats were
soaked two times for 5 min each in 1% iodophors liquid.
Deiodination was completed with 75% alcohol. After rapid
removal of soft tissues under aseptic conditions, the femora and
tibiae were cleaned twice with phosphate buffered saline (PBS,
pH7.4). They were then rinsed two times with a-MEM culture
medium. Bone marrow cells were obtained from both femora
and tibiae of the SD rats by flushing the marrow space with
α-MEM (α-MEM contained 15% fetal bovine serum [FBS],
Invitrogen Co.) and seeded into 6-well chamber slides (Nunc,
Naperville, IL, USA) at 2 mL cell suspension/well in α-MEM
containing FBS. Bone slices and glass slides were added. After
5 hr, nonadherent cells were removed with α-MEM. Half the
medium was replaced every day with fresh medium, and culture
was continued for 10 days.

Mature Osteoclast-Like Cell Activity Assay
After 72 hr of culture, cell creeping slices were removed and

dried at room temperature. The cells were fixed in 2.5% (v/v)
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glutaraldehyde at 4◦C for 10 min. TRAP staining fluid was
added, and the plates were incubated at 37◦C for an additional
50 min. After removal of the TRAP solution, the plates were
washed three times with distilled water and air-dried. The
slices were sealed with glycerogelatin. Osteoclast morphology,
including cellular configuration, size, and nuclei, was observed
under a microscope. TRAP staining was also performed 10 days
after cell isolation.

After 10 days of culture with osteoclast-like cells as described
above, the bone slices were removed and cleaned ultrasonically
three times for 10 min each in a 0.25M NH4OH solution to
remove adherent cells. They were then rinsed with PBS, fixed
in 2.5% (v/v) glutaraldehyde, postfixed in 1% osmiumtetroxide,
dehydrated with an alcohol series, and replaced in alcohol
with isopentyl acetate. Finally, the bone slice samples were
subjected to CO2 critical-point drying and gold staining, and
the resorptive lacunae were observed by scanning electronic
microscopy (SEM, Jeol model 100S, Japan) operated at 20 kV.

Experimental Protocols
Cells derived from the OVX group were randomly and

equally divided into the OVX control group and OVX experi-
mental group. After 24 hr of incubation, culture plates (6 well)
derived from the OVX experimental group were placed in the
center of plastic shelves (mimicking the dimensions of the field)
within an incubator, and the cultures were exposed to stimulation
by PEMF. The PEMF was generated by a commercial, clinically
approved proprietary device. The frequency, intensity, and time
of PEMF used in the present study were 8 Hz, 3.8 mT, and 40
min per day, respectively, for 3 days. RANK and CA II mRNA
assays were subsequently performed at the end of time points.
The OVX control group and the sham group of cells that grew
in another identical incubator without PEMF stimulation also
were cultured to the same time points, and their RANK and CA
II mRNA levels were assayed.

Real-Time Polymerase Chain Reaction Analysis
Total RNA was isolated using the TRIzol reagent (Invitrogen,

USA). Reverse transcription and polymerase chain reactions
were carried out as nested PCR. The nested RT-PCR conditions
were established and optimized for each primer pair. To
determine the sensitivity of the nested RT-PCR, definitive
amounts of transcripts synthesized from a cloned cDNA of
the corresponding gene (RANK or CA II) were used. The
synthesis of the cDNA was primed separately for detection
of RANK mRNA and CA II mRNA. The threshold cycle
(Ct) value was calculated from amplification plots [25]. The
�Ct value for each sample was obtained by subtracting the Ct
values of a housekeeping gene (β-actin). Three samples from
the control, experimental, and sham groups were included in
each experiment, and each experiment was carried out at least
3 times. The sequences of reaction products were confirmed
by agarose gel electrophoreses, and the control reactions run

TABLE 1
Primer sequences and PCR product lengths

Primer Sequence 5–3 direction
PCR product
length (bp)

RANKF-O ATGCGAACCAGGAAAG 143
RANKR-O CCTTGCCTGCATCACA
RANKF ACCTGTCTTCTAAATGCACTC 125
RANKR CTTGCCTGCATCACAGACTT
RANKTM TCTGCCCTGTGGCCCAGAT
CAIIFO: GAGTTTGATGACTCCCAG 203
CAIIR: TGCTGCACAGCTTTTCCAAA
CAIIF: GATCCAGTTTCACTTTCACTG 138
CAIIR: TGCTGCACAGCTTTTCCAAA
CAIITM: CTTCACTTGGTTCACTGGAACACC
β-actinF: GCCAACACAGTGCTGTCT 114
β-actinR: AGGAGCAATGATCTTGATCTT
β-actinTM: ATCTCCTTCTGCATCCTGTC

in the absence of reverse transcription did not generate any
product. The expression levels of RANK and CA II mRNA were
determined relative to the expression level of β-actin mRNA.

The specific sequences of the PCR primers for RANK, CA
II, and β-actin and the expected PCR product lengths are listed
in Table 1.

Statistical Analysis
All values were expressed as mean ± SD. One-way ANOVA

followed by the LSD multiple comparison procedure was
performed using SigmaStat (SPSS Science). p < 0.05 was
considered significant.

RESULTS

Serum Sex Hormones
Levels of serum E2 in the sham group were significantly

higher than those in the OVX group (54.93 ± 23.52 pg/ml vs.
31.99 ± 23.45 pg/ml) (p < 0.05).

Identification of Osteoclast-Like Cells
There were no osteoclast-like cells found in the bone marrow

cells immediately after plating out. Osteoclast-like cells first
appeared in the culture at day 3 and increased in number until the
end of the culture period. Cell suspensions producing osteoclast-
like cells contained osteoclast-like cells, red cells, mononuclear
phagocytic systems, and fibroblast-like cells. After nonadherent
cells were washed out, the cytoplasms of the osteoclast-like cells
with three or more nuclei appeared to have pseudofoot-like
activity (Figure 1). The number of multinucleated, TRAP-
positive osteoclast-like cells was observed. They were larger
than monocytes and often irregular or elliptical in configuration
(Figure 2). After 10 days, the osteoclast-like cells were still
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FIG. 1. Inverted phase contrast microscopic appearance of some typical rat
osteoclast-like cells with 3 or more nuclei (×100).

observed, but the TRAP staining appeared faintly red. In
bone resorption studies, the bone slices cultured with bone
marrow cells showed an excavated pit on the surface formed
by osteoclast-like cells in vitro at day 10. These lacunae were
round, elliptical, or irregular (Figure 3).

Regulation of RANK and CA II mRNA Expression
Real-time fluorescent-nested quantitative PCR was carried

out after the high purity of the total RNA was confirmed and the
primer design and probe synthesis were validated. The Ct values
of the samples were determined by comparison with a standard
curve. Expression of RANK mRNA in the OVX control group
was significantly higher than that in sham group (p < 0.05).

FIG. 2. Inverted phase contrast microscopic appearance of some typical
rat osteoclast-like cells stained for tartrate-resistant acid phosphatase (TRAP)
activity on chamber slides (×100).

FIG. 3. Scanning electron microscopic photograph of bone slice surface
cultured with marrow cells for 10 days. Irregular shape of pit was clearly
observed (×2000).

Although RANK mRNA expression increased in PEMF group,
no statistically significant difference was found between PEMF
group and OVX control group. The expression of CA II mRNA
in the OVX control group was significantly higher than that in
the sham and OVX experimental groups (p < 0.01, p < 0.05,
respectively) (Figures 4 and 5).

DISCUSSION
Pulsed electromagnetic fields generated by electromagnets

are widely used to enhance osteogenesis and have been

FIG. 4. Effect of PEMF on expression of RANK genes in rat osteoclast-like
cell. The expression levels of RANKmRNA was determined with real-time PCR.
RANKmRNA expression was increased in OVX control group. The asterisk
represents significant decrease (p < 0.05) compared with OVX control group.
(n = 12 in sham group and n = 24 in other two groups).
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FIG. 5. Effect of PEMF on expression of carbonic anhydrase II genes in
rat osteoclast-like cell.The expression levels of CAII gene was determined
with real-time PCR. CAII mRNA expression was increased in OVX control
group. The asterisk represents significant increase (p < 0.05, 0.01, respectively)
compared with OVX experimental group and sham group (n = 12 in sham group
and n = 24 in other two groups).

used extensively in patients with fracture nonunions or as an
adjunct to assist postsurgical healing for spinal fusions. Clinical
evidence shows that regardless of fracture location, therapeutic
effects can be achieved for union-delayed and nonunion bone
fractures using PEMF treatment [26–29]. PEMF simulation
provides marked improvement at the hydroxyapatite/bone
interface [30]. PEMF can directly affect not only osteoblasts,
but also osteoclasts [31–33]. It is possible that effects of PEMF
stimulation on osteoclastogenesis might be responsible for
modulation of bone resorption. PEMF stimulation can increase
or decrease osteoclastogenesis in bone marrow cells according
to different PEMF signal characteristics [33].

The biphasic changes in osteoclast numbers for PEMF
intensities, frequency, and time are under dispute. It has been
suggested that there was cell specificity toward the electrical
stimulation in terms of cyclic AMP and DNA synthesis [34].
That study showed that fibroblast-like cells responded to electric
stimulation at low electric field intensity, whereas osteoblast-like
cells responded only to electric stimulation at high electric field
intensity. In the previous study, we found that osteoclast-like
cell and bone resorption can be regulated by PEMF and that
the intensity, frequency, and treatment time of PEMF might
play an important role [35, 36]. PEMF with 8 Hz, 3.8 mT has
maximal effect on the osteoclast and bone resorption in those
studies.

RANKL is produced by osteoblasts and exerts its effects
through binding to its receptor (RANK) on osteoclast precursor
cells. This results in activation of osteoclast-like cells and easily
brings about osteoporosis. It is known that NF-κB transcription

factors carry out important roles during osteoclast differentiation
and activation. Strong evidence for the importance of NF-κB
in osteoclastogenesis comes from the osteopetrotic phenotype
displayed in NF-κB1 (p50) and NF-κB2 (p52) double knockout
mice [37]. RANK stimulation has an influence on gene expres-
sion of nuclear factor of activated T cells, calcineurin-dependent
1 (NFATc1) via AP-1. CA II existing in the osteoclastic
cytoplasm accompanies variations of osteoclast activity; it
appears that high gene expression during the bone absorbing
period affects proliferation and activity of osteoclasts. In the
process of bone resorption, the inorganic mineral is dissolved
by intense acidification of the resorption site between the ruffled
border and the bone surface.

CA II is an important factor for producing protons in-
tracellularly, which are transported via vacuolar H+-ATPases
(V-ATPase) through the ruffled border cell membrane into
resorption lacuna. Fluid shear stress has an effect on carbonic
anhydrase II in polarized rat osteoclasts [38]. It has also been
reported that the expression of CA II, cathepsin K, and MMP-9
in RAW264.7 cells was not induced by M-CSF, but by RANKL
in the presence of interleuken-1α [39].

In the present study, the level of serum E2 was significantly
decreased in the OVX group compared to that in the sham
group. This indicated that the ovaries were totally excised.
The protective effect of estrogens on bone tissue is believed
to result primarily from their antiresorptive action. Use of
the OVX-induced rat osteoporotic model is recommended by
the American Food and Drug Administration because it is
surmised to better simulate the pathophysiological changes of
osteoporosis in postmenopausal women, although the OVX-
induced osteoporotic rat shows some side effects including
increased weight, hair loss, and decreased activity.

The mechanical anatomical technique that was used to obtain
osteoclasts from the long bones of SD rats may be regarded as
classic because of several advantages. First, the osteoclasts are
derived from resorbing bone tissue. These cells from animal
bone marrow are most likely to resemble the characteristics of
osteocytes in the physiological condition. Second, this method
produces sufficient osteoclasts for the experiments. In this
study, the osteoclast-like cells displayed various morphological
appearances: most had irregular or elliptical configurations.
TRAP staining of the osteoclast-like cells revealed uneven red
deposits in the cytoplasm of these large cells. In addition, we
found that the resorptive pits excavated by the osteoclast-like
cells were round, elliptical, or irregular, which demonstrated
the activity of these cells in the resorption experiment. It is
believed that osteoclasts are terminally differentiated cells with
a short survival time in vitro. At first, the survival time of
osteoclasts in vitro was only about 24 hr [40]. As osteoclast
culture techniques improved, the survival time of osteoclasts
could be extended to as long as 144 hr [41]. In our study, the
osteoclast-like cells were still observed after 10 days of culture,
but TRAP staining appeared faintly red showing that the activity
of the osteoclast-like cells had gradually decreased.
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Studies have also demonstrated that PEMF can inhibit bone
loss [42–44] and can be applied in clinical treatment. We
performed in vitro screening of PEMFs for potential application
to prevention and therapy for diseases involving bone loss.
Primary bone marrow cells from the OVX experimental group
were exposed to PEMFs with 3.8 mT and 8 Hz for 40 min
per day. After 3 days, RANK and CA II gene expression was
analyzed by real-time fluorescent-nested quantitative PCR. The
current results indicated that PEMFs had inhibitory effects on
osteoclast-like cells via the pathways of RANK and CA II
mRNA expression. We presume that these changes in gene
expression might be associated with signaling pathways caused
by PEMF.

The activation of a series of biological effects and the release
of signaling molecules may modulate various cellular functions
[45, 46], including changes in the mRNA expression of multiple
genes [47], and some of these regulators can be modulated by
PEMF [48–50]. Although the potential for exogenous EMF
to inhibit bone loss is not well understood, the expression
of RANK and CA II in osteoclasts might be one of the
targets of electromagnetic fields. This result suggests that the
downregulation of CA II mRNA by PEMFs may be induced by
both the RANKL [39] and RANK pathways.

CONCLUSION
Our data demonstrated that PEMFs applied at 3.8 mT, 8 Hz,

and 40 min per day for 3 days could regulate the osteoclast-like
cellic gene expression of RANK and CA II. On the basis of the
current understanding of preosteoblastic/stromal cell regulation
of osteoclastogenesis [51] and our own findings, we infer that
PEMF might modulate the process of osteoclastogenesis and
subsequent bone resorption, at least partially, through RANK
and CA II.
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a b s t r a c t

In the present review we summarize recent advances in the understanding of the interaction between
genetics and environmental factors involved in complex multi-factorial neurodegenerative disorders such
as Alzheimer’s disease (AD), Parkinson’s disease (PD) and Amyotrophic Lateral Sclerosis (ALS). The dis-
covery of several genes responsible for the familial forms has led to a better comprehension of the
molecular pathways involved in the selective neuronal degeneration which is specific for each of these
disorders. However, the vast majority of the cases occurs as sporadic forms, likely resulting from complex
gene–gene and gene–environment interplay. Several environmental factors, including, pesticides, metals,
head injuries, lifestyles and dietary habits have been associated with increased disease risk or even with
protection. Hundreds of genetic variants have been investigated as possible risk factors for the sporadic
forms, but results are often conflicting, not repeated or inconclusive. New approaches to environmental
Environmental factors health research are revealing us that at the basis there could be chemically induced changes in gene reg-

Epigenetics ulation and emphasise the importance of understanding the susceptibility of the human epigenome to

dietary and other environmental effects.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Genetic predisposition for a disease is best predicted in the
ontext of environmental exposures, mainly for those so-called
uman complex diseases, including neurodegenerative disorders
uch as Alzheimer’s diseases (AD), Parkinson’s disease (PD) and
myotrophic lateral sclerosis (ALS), which are the 3 major neurode-
enerative diseases, affecting several million people worldwide.
hey are defined as complex multifactorial disorders since both
amilial and sporadic forms are known. Familial forms represent
nly a minority of the cases (ranging from 5 to 10% of the total),
hereas the vast majority of AD, PD and ALS occurs as spo-

adic forms, likely resulting from the contribution of complex
nteractions between genetic and environmental factors super-
mposed on slow, sustained neuronal dysfunction due to aging.
everal causative genes for the familial forms have been dis-
overed in recent years, they are inherited as Mendelian traits
nd their discovery has led to a better comprehension of the
olecular pathways responsible for the selective neuronal degen-

ration which is specific for each disorder. In parallel, genetic
ssociation studies based on the “candidate gene approach” and
enome-wide association studies have revealed several genetic
ariants that might act as susceptibility factors for the sporadic

orms, likely in combination with environmental exposure to neu-
otoxicants. New approaches aimed at a better understanding
f the contribution of environmental and dietary factors sug-
est that some of them could be involved in the development
f neurodegeneration by causing epigenetic modifications. Envi-

l
e
d
t
c

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

onmental agents and dietary factors can interfere with gene
egulation in a long-term fashion, beginning at early developmen-
al stages; however, these perturbations do not have pathological
esults until significantly later in life. For example available data
mphasize that deficiency of folate and vitamin B12 can lead
o elevated concentrations of total homocysteine and disturbe

ethylation pathways in the brain. The emerging connections
etween reactive oxygen species (ROS) and epigenetic mechanisms
ffer new insight into those neurodegenerative disorders where
xidative stress has been implicated, among which AD, PD, and
LS.

. Alzheimer’s disease (AD)

Alzheimer’s disease represents the most common form of
ementia in the elderly, characterized by progressive loss of mem-
ry and cognitive capacity severe enough to interfere with daily
unctioning and the quality of life. AD affects several million people
orldwide and both the incidence and the prevalence of the disease

ncrease with advancing age. The estimated number of individu-
ls afflicted with this disease is now approaching 5 million in the
nited States alone, and around 24 million people have dementia

n the world. The demographics of the aging of the general popu-

ation lead to projections that the incidence of AD will continue to
scalate over the next several decades in both industrialised and
eveloping countries, thus becoming a major health concern. Both
he prevalence and the incidence of the disease are higher in women
ompared to men, particularly in individuals aged over 80 years.
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Table 1
Causative genes for familial forms of neurodegenerative diseases.

Designation Locus Gene Inheritance Function or probable function

AD1 21q21.2 Amyloid precursor protein AD Precursor protein of A� peptides
AD3 14q24.3 Presenilin 1 AD Component of the �-secretase complex
AD4 1q31-q42 Presenilin 2 AD Component of the �-secretase complex

PARK1 and PARK4 4q21 ˛-Synuclein AD Presynaptic protein, component of Lewy Bodies
PARK2 6q25.2-q27 Parkin AR Ubiquitin E3 ligase
PARK3 2p13 Unknown AD Unknown
PARK5 4p14 UCH-L1 AD Ubiquitin C-terminal hydrolase
PARK6 1p35-36 PINK1 AR Mitochondrial kinase
PARK7 1p36 DJ-1 AR Mitochondrial protein, Antioxidant defence
PARK8 12p11.2 LRRK2 AD Protein kinase
PARK9 1p36 ATP13A2 AR Lysosomal 5 P-type ATPase
PARK10 1p32 Unknown AD Unknown
PARK11 2q36-37 Unknown AD Unknown
PARK12 Xq21-q25 Unknown Unknown Unknown
PARK13 2p12 OMI/HTRA2 Unknown Mitochondrial serine protease

ALS1 21q21 SOD1 AD Superoxide dismutase, Antioxidant defence
ALS2 2q33 Alsin AR Guanine nucleotide exchange factor for RAB5A
ALS3 18q21 Unknown AD Unknown
ALS4 9q34 Senataxin AD DNA/RNA helicase, DNA repair
ALS5 15q15.1-q21.1 Unknown AR Unknown
ALS6 16q12.1-q12.2 Unknown AD Unknown
ALS7 20pter Unknown AD Unknown
ALS8 20q13.3 VAPB AD Vesicle associated membrane protein
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LS and FTDP 17q21 MAPT
ND, dynactin type 2p13 Dynactin 1

iological explanations for gender-specific differences in the phe-
otype of AD include different brain morphology and function with
igher susceptibility for pathological lesions in women and greater
ognitive reserve in men. Sex differences were also reported for
he expression of antioxidant enzymes related to post-menopausal
ormonal changes. Specifically, the increase in gonadotropin con-
entrations, and the decrease in estrogens production following
enopause/andropause, might work in conjunction for the devel-

pment of the disease. No striking racial differences appear in the
revalence or incidence of AD and no geographic isolates of the
isease are known [1–7].

The occurrence of extracellular amyloid deposits or plaques and
he presence of neurofibrillary tangles composed of intraneuronal
ggregates of hyperphosphorylated tau protein are the two cardinal
istopathologic hallmarks of the disease. One of the most impor-
ant early discoveries in understanding the etiology of AD was that
he primary component of the extracellular amyloid deposits in
D brains was an approximately 40-residue long peptide, known
s amyloid � (A�) peptide. It was subsequently established that
� is the product of the proteolytic processing of its precursor,

he amyloid precursor protein (APP). APP can be processed by
-secretases (presenilins) and �-secretases (ADAM10 and TACE)
roducing non-amyloidogenic peptides, or by �- and �-secretases
BACE) producing A� peptides. Therefore the balance between dif-
erent secretase activities is very important in the maintenance of
he physiological levels of non-amyloidogenic and amyloidogenic
ragments. The two major forms of A� that are produced by APP pro-
essing under normal conditions are 40 and 42 residues in length
A�40 and A�42, respectively). In a normal individual, the major-
ty of A� produced is of the shorter variety, A�40; whereas AD
ausative mutations lead to altered APP production and/or process-
ng [8,9].
.1. Genetics of AD

Similarly to many other neurodegenerative diseases, AD is
genetically complex and heterogeneous disorder. Rare, fully

p
s
m
s
c

AD Assembly of microtubules
AD Promotion of synapse stability

enetrant mutations in 3 genes (APP, PSEN 1 and PSEN 2)
re responsible for familial early-onset (<65 years) autosomal
ominant forms (EOAD). Mutations in the APP gene either

ncrease total A� levels or just A�42 alone [8], whereas
utations in PSEN 1 and PSEN 2 act differently with regard

o A� generation, resulting in reduced A�40 production or
ncreased A�42 levels [9]. AD causative genes are listed in
able 1.

However, the majority of AD cases (90–95%) are non-familial
ate onset sporadic forms (LOAD >65 years), and there is now strong
onsensus that risk and/or onset age variation for LOAD is probably
onferred by common polymorphisms with relatively low pene-
rance (Table 2). Over the last two decades more than 300 genes
ave been investigated as possible genetic determinants of AD by
eans of association studies; however, with the exception of the

POE gene, no consensus has definitively agreed on even one of
hem, given the absence of consistency of the associations observed
ithin independent populations [10]. The conflicting results in

enetic association studies reflect the different genetic constitu-
ion in different ethnic backgrounds and are also indicative of a
ole played by gene–gene and gene–environment interactions in
D pathogenesis. Moreover, factors such as the sample size of the
ase–control populations have often led to false positive or false
egative results. Several associations observed in studies with small
opulations of fewer than 100 cases and controls have not been
epeated in subsequent studies empowered by the sample size.
oreover, negative results obtained in small populations have dis-

ouraged further investigations of potential relevant genes [10].
hese general observations remain valid also when considering the
mount of conflicting results observed in PD or ALS association
tudies.

In addition to association studies, genetic linkage studies

erformed on populations with LOAD have defined several chromo-
omal regions of interest that often extend several centimorgans,
aking it difficult to find the disease-causing variations. A consen-

us has emerged for regions on chromosomes 9, 10 and 12, likely
ontaining major AD genetic determinants [11].
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Table 2
Some of the proposed susceptibility genes for neurodegenerative diseases.

Genetic variant(s) Associated with

Alzheimer’s disease
APOE-ε4 Increased risk
SORL1 variants Increased risk
ACE intron 16 (ins/del) Increased risk
ACE rs1800764, rs4291, rs4343 Decreased risk
CHRNB2 rs4845378 Decreased risk
CST3 5′UTR-157, 5′UTR-72 Increased risk
CST3 A25T Increased risk
ESR1 PvuII, XbaI Increased risk
GAPDHS rs12984928, rs4806173 Decreased risk
IDE rs2251101 Decreased risk
MTHFR A1298C Decreased risk
NCSTR 119 intron 16 Increased risk
PRPN M129V Decreased risk
PSEN1 rs165932 Decreased risk
TF P570S Increased risk
TFAM rs2306604 Decreased risk
TNF rs4647198 (-1031) Increased risk
GOLPH2 rs10868366a, rs7019241a Decreased risk
Rs 9886784 (Chromosome 9)a Increased risk
Rs 10519262 (between ATP8B4 and SLC27A2)a Increased risk

Parkinson’s disease
SNCA Rep1 Increased risk
LRRK2 G2385R Increased riskb

MAPT H1 haplotype Increased risk
UCHL1 S18Y Decreased riskc

GSTM1 null genotype Increased riskd1

GSTP1 variants Increased riskd2

CYP2D6 variants Increased riskd3

FAM 79B Rs 1000291a Increased risk
UNC5C Rs 2241743a Increased risk
Rs 3018626 (Chromosome 11)a Increased risk

Amyotrophic lateral sclerosis
APE1 D148E Conflicting results
ANG G110G Conflicting results
hOGG1 Ser326Cys Increased risk in males
VEGF variants Inconclusive results
HFE H63D Increased risk
SMN1 variable copy number Increased risk
DPP6 varianta Increased risk

a From genome-wide association studies.
b Only in Asiatic populations.
c Conflicting results.
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d In combination with environmental factors (1, solvents; 2, pesticides and herbi-
ides; 3, pesticides, tobacco smoking).

.2. Causative genes for familial AD

.2.1. Amyloid precursor protein gene: APP
A link between AD and a missense mutation of the amy-

oid precursor protein gene (APP), on chromosome 21q21.2, was
dentified in 1991 [12]. Several APP mutations have been subse-
uently found to be causal of EOAD in different families: all of
hem are situated at or near secretase cleavage sites and alter
PP proteolysis, and therefore A� peptides production (for an
verview of all APP mutations see the “AD mutation database” at
ttp://molgen.www.uia.ac.be/ADMutations/). In addition to point
utations, there is evidence of APP locus duplication in 5 families
ith autosomal dominant EOAD and cerebral amyloid angiopathy

13], and in a Finnish family with dementia and intracerebral haem-
rrhage [14]. These recent findings suggest that the overexpression
f the APP gene alone is sufficient to cause AD. In addition, there is

vidence that APP promoter mutations that significantly increase
PP expression levels are associated with the risk of AD [15].

A previous suggestion that APP over-expression could be respon-
ible of AD came from observations on Down Syndrome (DS)

2
N

�
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ndividuals. By the age of 40 years, virtually all adults with DS have
ufficient neuropathology for a diagnosis of AD. The overexpression
f the APP gene, due to the presence of 3 copies of chromosome 21,
as the major candidate for the onset of AD in DS subjects [16]. Even

f recent findings do not support APP overexpression in DS brains,
owever numerous other genes functionally linked to APP process-

ng were observed to be dysregulated in adult DS brains analysed
y microarray or quantitative PCR analysis [17,18].

.2.2. Presenilin genes: PSEN1 and PSEN2
The presenilin 1 gene (PSEN1) on chromosome 14q24.3, and the

resenilin 2 gene (PSEN2) on chromosome 1q31–q42 have been
ssociated with EOAD [19–21]. Since then, more than 160 muta-
ions in presenilins have been described: over 150 in PSEN1 and
few in PSEN2 (http://molgen.www.uia.ac.be/ADMutations/). The
-secretase complex is comprised of the integral membrane pro-

eins presenilin, nicastrin, Aph-1, and Pen-2. Presenilins facilitate
he cleavage of APP, �-secretase cleavage, which generates A� pep-
ides, and presenilin 1 directly participate in the catalytic core
f the �-secretase complex. Both PSEN1 and PSEN2 AD causative
utations cause a subtle shift in the cleavage of the transmem-

rane domain of APP, resulting in an increased A�42/A�40 ratio
22].

In addition to AD causative missense mutations, several poly-
orphisms in non-coding regions of the PSEN1 gene have been

valuated in association studies as possible AD risk factors; there
re some reports of associations between polymorphisms in the
SEN1 regulatory and intronic regions and AD risk [23,24]. Also
olymorphisms in non-coding regions of PSEN2 are currently under
tudy, as sporadic AD contributors [25,26].

.3. AD susceptibility genes

.3.1. Apolipoprotein E gene: APOE
The apolipoprotein E gene (APOE) on chromosome 19q13 is

he most highly replicated genetic risk factor for LOAD. The first
escription of an association between the APOE-ε4 allele and LOAD
ates back to 1993 [27]. The APOE-ε4 allele imposes a 2.3–3-fold

ncreased risk of AD for chromosome copy carried by an individ-
al, compared to the common APOE-ε3 one, while the APOE-ε2
llele decreases the risk [28]. Also the age at onset of AD is a func-
ion of the number of APOE-ε4 alleles; AD begins early in APOE-ε4
omozygous individuals, respect to APOE-ε4 non-carriers; while
eterozygous individuals have an intermediate age at onset [10].
ge is the most important factor modulating the impact of the
POE-ε4 allele. The effect of the APOE-ε4 allele on the risk of AD
ecreases with increasing human age; however, it varies also as a
unction of both sex and ethnic group [28]. The APOE-ε4 variant is
ssociated with higher plasma cholesterol levels, and is supposed
o enhance A� deposition and the formation of neuritic plaques,
owever the presence of the APOE-ε4 variant is neither neces-
ary nor sufficient to develop the disease [28]. More than 50% of
he genetic variance of AD is not due to mutations in APP, PSEN1,
SEN2 and APOE-ε4, suggesting the existence of additional sus-
eptibility loci. It is considered that there might be as many as
additional genes with similar effect size to APOE yet to be dis-

overed [29]. However, despite several genes have been associated
ith the risk of AD, none of them has been repeated and con-
rmed as an AD susceptibility factor with the same consistency
s APOE-ε4.
.3.2. Genes involved in Aˇ biosynthesis: BACE1 and BACE2,
CSTN and PEN-2

The production of A�42 peptides requires both �-secretase and
-secretase cleavage. BACE1, located on chromosome 11q23 is the

http://molgen.www.uia.ac.be/ADMutations/
http://molgen.www.uia.ac.be/ADMutations/
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ajor �-secretase activity in humans with abundant expression
n the central nervous system, while its homologue BACE2 resides
n the DS critical region on chromosome 21q22. Polymorphisms
n BACE1 and BACE2 have been studied for their role in sporadic
D risk, and several papers report association between polymor-
hisms of BACE1 and disease risk, mainly in APOE-ε4 carriers
30,31].

Beside presenilins, 3 other proteins (Aph1, PEN2 and nicastrin)
re associated with �-secretase activity. The nicastrin gene (NCSTN)
as been screened for mutations and polymorphisms in both famil-

al and sporadic AD cases. A sequence variant (N417Y) predicted to
hange the amino acid sequence of the gene was present in AD
ases as well as in controls and did not change A�42 production,
uggesting no pathological role [32,33]. A polymorphism in intron
6 of the NCSTN gene seems to be associated with increased LOAD
isk [24]. The analysis of 4 PEN2 polymorphisms in a large AD family
ample comprising over 700 subjects, suggested that PEN2 is not a
ajor AD risk factor [34]. However, recent findings support a role

or PEN2 variants in Sardinian EOAD patients [35] and in a Chinese
OAD population [36].

.3.3. The neuronal sortilin-related receptor: SORL1
The SORL1 gene (also known as LR11 or SORLA) regulates APP

rocessing directing trafficking of APP into recycling pathways;
hen SORL1 is under-expressed, APP is sorted into A�-generating

ompartments [37]. There is a broad consensus suggesting that
olymorphisms changing SORL1 expression or function are asso-
iated with AD [37,38].
.3.4. Other genes
Several hundreds of association papers have been published

n recent years reporting a total of over 1000 different poly-
orphisms on more than 300 genes which have been studied

able 3
ome of the proposed environmental factors for neurodegenerative diseases.

nvironmental factor(s) Associated with

lzheimer’s disease
Metals (iron, copper, zinc, mercury, aluminium) Increased risk, inconclusive

results
Pesticides Increased risk
Solvents Increased risk, inconclusive

results
Electromagnetic fields Increased risk, inconclusive

results
Caloric restriction Protection
Antioxidants Protection
Mediterranean diet, fruit and vegetables Protection
Fish and omega-3 fatty acids Protection
Traumatic brain injuries Increased risk
Infections and inflammation Increased risk

arkinson’s disease
Metals (iron, copper, manganese, lead) Increased risk, conflicting

results
Rural environment (pesticides, herbicides) Increased risk
Tobacco smoking Protection
Caffeine (coffee and tea drinking) Protection
Fruit and vegetables, legumes, nuts Protection
Fish Protection
Head injuries with loss of consciousness Increased risk

myotrophic lateral sclerosis
Metals (lead) Increased risk
Pesticides and insecticides Increased risk
Electromagnetic fields Increased risk
Some sports (soccer, football) Increased risk
Head injuries Increased risk
Tobacco smoking Increased risk, in women
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s possible AD susceptibility factors (an updated overview can
e found at the AlzGene database: http://www.alzgene.org). In
ost cases a defined polymorphism has been studied only in

ne or two different labs, often with conflicting results, mak-
ng it difficult to come to a conclusion. Recently, Bertram et al.
24] published the largest meta-analysis of AD association studies.
heir results were based on 789 publications reporting 802 dif-
erent polymorphisms in 277 genes. Among these papers authors
elected those polymorphisms which had been studied in at least

independent research articles, for a total of 127 variants in
9 genes which had sufficient genotype data available for meta-
nalysis. A total of 24 polymorphisms (4 in APOE-loci and the
emaining in 13 non-APOE-loci) yielded significant summary Odds
atios (ORs), suggesting that in addition to APOE there might be
ther 13 potential AD susceptibility genes. The authors suggested
hat the 4 associations in APOE-loci could be potentially due to
inkage disequilibrium with the APOE-ε4 allele. On the contrary,
ariants in other 13 genes (ACE, CHRNB2, CST3, ESR1, GAPDHS,
DE, MTHFR, NCSTR, PRPN, PSEN1, TF, TFAM, and TNF) resulted in
otential LOAD risk or protective alleles (details are shown in
able 2).

More recently, Li et al. [39] published results from a genome-
ide association analysis in a case–control study of 753 AD patients

nd 736 matched controls, providing additional evidence for asso-
iation between AD and two polymorphisms in the GOLPH2 gene,
nother (rs9886784) on chromosome 9, and an intragenic poly-
orphism (rs10519262) between ATP8B4 and SLC27A2. They are all

dditional candidate genetic risk factors for AD to be validated in
urther studies [39].

As a consequence of the increasing emerging role of DNA
epair mechanisms in neurodegeneration several polymorphisms
n DNA repair genes (including hOGG1 and XRCC genes) have been
ecently studied as possible LOAD risk factors. However, none of
hem gave a statistically significant result in association analyses
40,41].

.4. Environmental factors in AD pathogenesis

Several environmental factors have been studied, in recent
ears, as possible AD risk factors; among them metals, pesticides,
olvents, electromagnetic fields, brain injuries, inflammation, edu-
ational levels, lifestyles and dietary factors (Table 3).

.4.1. Metals, solvents, pesticides and electromagnetic fields
Metals have been extensively studied as potential AD risk factors

nd even if a direct causal role for aluminium or other transition
etals such as zinc, copper, iron and mercury in AD has not yet

een definitively demonstrated, epidemiological evidence suggests
hat elevated levels of these metals in the brain may be linked
o the development or the progression of the disease. Ingestion
f aluminium in drinking water was associated with an increased
isk of AD; however other studies failed to find such association
42,43]. The homeostasis of zinc, copper and iron are altered in
he brain of AD individuals, and under mildly acidic conditions,
uch as those believed to occur in AD brain, iron and zinc ions
ave been observed to induce A� aggregation [44]. Another risk

actor for AD is inorganic mercury, often present in dental amal-
am applications, and a role for APOE as a mediator of the toxic
ffect of mercury has been largely suggested [45]. A recent analysis

f 24 published studies assessing the role of occupational AD risk
actors revealed a statistically consistent association only for pes-
icides, whereas the evidence of association was less consistent for
olvents and electromagnetic fields, and absent for aluminium and
ead [46].

http://www.alzgene.org/
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.4.2. Diet, lifestyle and exercise
Dementia risk is the result of exposure to both harmful and pro-

ective factors along the life course, and among them dietary and
ifestyle habits seem to play a very important role. Several reports
uggest that serum cholesterol levels and dietary fat intake, as well
s increased homocysteinemia and oxidative stress have a role in
ementia risk [47,48]. In 1997, with a meta-analysis of community
ased studies on diet, Grant [49] observed a positive relationship
etween caloric, as well as fat, intake and the prevalence of AD,
roviding a strong link between diet and the disease. Moreover, the
uthor observed that both the incidence of the disease and the pen-
trance of the APOE-ε4 variant change for ethnic groups when living
n different countries with different fat intake [49]. Subsequently,
mith et al. observed a decreased consumption of fruit, vegetables
nd antioxidant nutrients, as well as an increased caloric intake,
n AD subjects compared with healthy controls [50]. Since then,
ccumulating evidence suggests that dietary restriction, antioxi-
ants, and Mediterranean diet are good nutritional interventions

n the prevention and treatment of AD [51,52]. Moreover, there is
lso evidence that frequent consumption of fruit and vegetables,
sh, and omega-3 rich oils may decrease the risk of dementia and
D, especially among APOE-ε4 non-carriers [46]. Therefore, in older
ubjects, healthy diets, antioxidant supplements and the preven-
ion of nutritional deficiencies, combined with a moderate physical
ctivity and intellectual stimulation, could be considered the first
ine of defence against the development and progression of prede-

entia and dementia syndromes [48].

.4.3. Head injuries and inflammation
Among other factors accumulating evidence implicates trau-

atic brain injury as a possible predisposing factor in AD
evelopment [53]. Moreover, there is also evidence for a role of
ystemic infections and inflammation in AD pathogenesis [54].

. Parkinson’s disease (PD)

Parkinson’s disease is the second most common neurodegen-
rative disorder affecting 1–2% of the population over the age
f 50 years, with a current estimation of 1.5 million cases in
he US alone. Clinically, the disease is characterized by resting
remor, rigidity, bradykinesia, and postural instability with some
mprovement with dopaminergic therapy. Pathologically, PD is
haracterized by progressive and profound loss of neuromelanin
ontaining dopaminergic neurons in the substantia nigra with the
resence of eosinophilic, intracytoplasmic inclusions termed as
ewy bodies (LB) containing aggregates of �-synuclein as well
s other substances, and Lewy neurites in surviving neurons
55].

Relatively little is known regarding the mechanisms of PD
athogenesis. It has been suggested that the selective loss of
opaminergic neurons and the accumulation of �-synuclein are

nfluenced by impairments of the ubiquitin–proteasomal sys-
em, mitochondrial dysfunction, and decreased protection against
xidative stress and apoptosis. These defects resulting from a
enetic causation, an environmental risk factor or a combination
f the two superimposed on slow, sustained neuronal dysfunc-
ion due to aging [56]. The incidence of PD is greater in men than
n women and gender differences have been shown in response
o disease treatment, for example in how levodopa is metabo-

ized, with women having greater levodopa bioavailability respect
o men. Estrogens are supposed to influence dopamine synthesis,

etabolism, and transport; moreover basic research in experimen-
al animals indicates that estrogens protect neurons from various
orm of injury. However, the effect of post-menopausal estrogen

P

t
f
a
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eplacement therapy is still debated, given inconsistencies across
ifferent studies [57,58].

.1. Genetics of PD

The majority of PD cases are sporadic; however, in a minority
f cases PD is inherited as a Mendelian trait. Studies in PD fami-
ies have identified 8 causative genes (a-synuclein, parkin, UCH-L1,
INK1, DJ-1, LRRK2, ATP13A2 and OMI/HTRA2) and 4 additional loci
f linkage across the genome (PARK3, PARK10, PARK11 and PARK12)
ending characterization and/or replication (Table 1).

Most patients with PD, however, have sporadic forms of the dis-
ase whose etiology is likely the result of 3 interactive events: an
ndividual’s inherited genetic susceptibility, subsequent exposure
o environmental risk factors, and aging. As for AD, a great number
f PD association studies have been performed in recent years by
oth candidate gene approaches, based on their roles in the pro-
osed pathways of PD pathogenesis, and genome-wide screenings
o detect genetic linkages (Table 2).

.2. Causative genes for familial PD

.2.1. ˛-Synuclein gene (SNCA): PARK1 and PARK 4
A mutation in the a-synuclein gene (SNCA) on 4q21 (PARK1),

ausing an Ala53Thr substitution, was found to segregate with the
isease in an Italian–American kindred and 3 Greek kindreds [59].
nother mutation in the SNCA gene, leading to an Ala30Pro substi-

ution, was subsequently described in a small German family with
D [60], and a third mutation resulting in an Glu46Lys substitution,
n a Spanish family [61]. A recent study in a large family identi-
ed a triplication of the a-synuclein gene (PARK4) as causative of
D [62]. PARK4 individuals have 4 fully functional copies of the a-
ynuclein gene. Three PD families have been subsequently described
ith a-synuclein gene duplication and a disease course less severe

f that observed in PARK4 carriers, suggesting the existence of a
ene dosage effect [63].

�-Synuclein plays a role in vesicular function with suggested
haperone activity [64]. Mutated �-synuclein has an increased ten-
ency to form aggregates critical to Lewy body formation. Genetic
olymorphisms in the ˛-synuclein gene have been associated with
D risk, particularly a recent meta-analysis confirmed the associ-
tion between a dinucleotide repeat sequence (Rep1) within the
romoter and PD risk [65].

.2.2. Parkin gene: PARK2
Autosomal-recessive juvenile Parkinsonism (AR-JP) is character-

zed by early-onset and a marked response to levodopa treatment.
R-JP differs from idiopathic PD in that there is no LB forma-

ion, although the distribution of neuronal cell loss is similar to
hat of conventional PD. The genetic locus for AR-JP was identi-
ed in Japanese families, which led to identification of homozygous
eletions in the parkin gene on chromosome 6q25.2–q27 (PARK2)
66]. Subsequently, over 100 mutations in parkin, including mis-
ense mutations and exonic deletions and insertions, have been
bserved in PD families [67]. Parkin is an ubiquitin E3 ligase
reparing target proteins for their degradation mediated by the
biquitin–proteosomal system [68].

.2.3. Ubiquitin carboxy-terminal hydrolase L1 gene (UCH-L1):

ARK5

The detection of an Ile93Met mutation in the ubiquitin carboxy-
erminal hydrolase L1 gene (UCH-L1) on 4p14 (PARK5) in a German
amily with autosomal dominant PD [69] suggested a role for
n impaired ubiquitin–proteasomal activity in PD pathogenesis.
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CHL1 is a component of LB and possesses both a hydrolase activ-
ty to generate the ubiquitin monomer and a ligase activity to link
biquitin molecules to tag proteins for disposal [70]. A Ser18Tyr
olymorphism, affecting mainly the ligase activity, has a protective
ffect in PD [71].

.2.4. PTEN-induced putative kinase 1 gene (PINK-1): PARK6
Several mutations in the PTEN-induced putative kinase 1 gene

PINK-1) on chromosome 1p35-36 (PARK6), encoding a protein
hich is mitochondrially located and whose loss of function is sup-
osed to render neurons more vulnerable to cellular stress, have
een linked to autosomal recessive early-onset PD [72,73]. PINK1
utations cause mitochondrial deficits contributing to PD patho-

enesis; several different mutations have been identified in PD
amilies worldwide [73].

.2.5. DJ-1 gene: PARK7
Mutations in the DJ-1 gene on 1p36 (PARK7), including exonic

eletions and point mutations, have been associated with a
onogenic early-onset autosomal recessive form of parkinson-

sm characterized by slow progression and response to levodopa
74,75]. DJ1 is a mitochondrial protein involved in the protection
gainst oxidative stress [74].

.2.6. Leucine-rich repeat kinase 2 gene (LRRK2): PARK 8
Point mutations in the LRRK2 gene on 12q12 (PARK8) have

een identified in different families with autosomal dominant
D; LRRK2 encodes the protein dardarin which contains several
omains including the catalytic domain of a tyrosine kinase, and
hose name is derived from dardara, the Basque word for tremor.

he precise physiological role of dardarin is unknown, but the pres-
nce of several domains suggests involvement in a wide variety of
unctions [76]. All of the identified pathogenic mutations occur in
redicted functional domains [77]. A Gly2385Arg mutation, origi-
ally identified as a putative pathogenic mutation in a Taiwanese
D family, was subsequently reported to be a common polymor-
hism and, probably, one of the most frequent genetic risk factors
or PD in Asian populations [78].

.2.7. ATP13A2 gene: PARK9
Clinical features similar to those of idiopatic PD and pally-

opyramidal syndrome were observed in a Jordanian family; these
ncluded parkinsonism, pyramidal tract dysfunction, supranuclear
aze paresis and dementia. The pattern of transmission was
utosomal recessive, and a region of linkage was identified on chro-
osome 1p36 (PARK9) [79]. The causative gene underlying PARK9
as recently identified as the ATP13A2 gene encoding a lysosomal
P-type ATPase [80].

.2.8. OMI/HTRA2 gene: PARK 13
A heterozygous Gly399Ser mutation in the OMI/HTRA2 gene

n chromosome 2p12 (PARK 13) was identified in 4 PD patients,
ut in none of the healthy controls. Moreover, an Ala141Ser
olymorphism was associated with increased PD risk in the
ame population [81]. OMI/HTRA2 is a nuclear-encoded ser-
ne protease protein, localised in the inter-membrane space of
he mitochondria and involved in mediating caspase-dependent
nd caspase-independent cellular death. The Gly399Ser mutation
ompromises mitochondrial function resulting in increased vulner-
bility to stress-induced cell death [81].
.3. PD susceptibility genes

As for AD, several hundreds of association studies have been
ublished in recent years claiming or refusing association between

a
t
v
e
g
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ariants in candidate genes and the risk of PD. Results published
o far are often conflicting and inconclusive, reflecting genetic het-
rogeneity of the studied populations, inadequate sample size and
he possible contribution of environmental factors. The major path-
ays which have been analysed in PD association studies are those

elated to dopamine transport metabolism, detoxification of xeno-
iotics and oxidative stress. Moreover, common variants of PD
ausative genes have been largely studied for their role as possi-
le PD susceptibility factors. Recent meta-analyses from multiple

ndependent studies have enhanced the assessment of accuracy of
he impact of risk allele effects (Table 2).

.3.1. Common variants of PD causative genes
In the previous paragraph we have discussed that, together with

D causative mutations, several common polymorphisms in PD
ausative genes have been suggested as possible PD risk factors.
mong them, a common S18Y polymorphism of UCHL1 has been
emonstrated to be protective of PD in some association studies,
nd a recent meta-analysis of published studies, for a total of 1970
D patients and 2224 controls, confirmed a protective role for the
ariant allele [71]. However, a subsequent large case–control study
nvolving 3044 PD cases and 3252 controls, failed to replicate the
ssociation [82]. Therefore, the role of the S18Y variant needs to be
urther clarified.

Another common polymorphism (allele-length variability in the
inucleotide repeat sequence, Rep1) in the promoter region of the
NCA gene has been largely analysed in genetic association stud-
es. A recent pooled-analysis of published data supports association
etween the SNCA Rep1 polymorphism and increased PD risk [64].

A common G2385R variant of the LRRK2 gene has been associ-
ted with increased PD risk in Chinese and Japanese populations,
nd a pooled-analysis of published data (2205 PD cases and 1817
ontrols) supports such association [83].

Mutations in the gene encoding the microtubular associated
rotein tau (MAPT) have been observed in ALS individuals with
rontotemporal dementia and Parkinsonism (see Section 4.2.5). A

eta analysis of 7 studies (1305 PD patients and 1194 controls) sug-
ests that individuals homozygous for the MAPT H1 haplotype are
t increased PD risk respect to H2 carriers [84]. A recent study con-
ucted on 932 PD patients and 664 controls confirms association
etween PD risk and both the MAPT H1 haplotype and the SNCA
ep1 polymorphism [85]. There is also evidence suggesting that
he role of H1 haplotypes in the etiology of PD might be ethnically
ependent [86].

.3.2. Genes involved in dopamine metabolism and in
etabolism of xenobiotics

Several variants of genes coding for proteins involved in
opamine transport and metabolism (e.g., DAT, DRD2, COMT, MAO-
), in metabolism of xenobiotics (e.g., CYP2D6, GSTs, NAT2) and in
xidative stress response (e.g., NOS, SOD2), have been largely stud-
ed in recent years as possible PD susceptibility factors. However,
or the vast majority of them, results are conflicting or still incon-
lusive. Several authors agree that the inconsistencies observed in
he PD risk-factors literature might partly be explained by the fact
hat, even if several small studies have reported genetic associa-
ions between genetic polymorphisms and PD, only a few of them
ave examined gene–environment interactions [87,88].

A recently published large case–control study [88], based on 959
ndividuals with parkinsonism (767 with PD) and 1989 controls

cross 5 European centres (The Geoparkinson study), was designed
o analyse gene–environment interplay in PD risk. Exposure to sol-
ents, pesticides and metals (iron, copper and manganese) was
valuated and related to polymorphisms of several PD putative risk
enes (CYP2D6, PON1, GSTM1, GSTT1, GSTM3, GSTP1, NQO1, CYP1B1,
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AO-A, MAO-B, SOD2, EPHX, DAT1, DRD2 and NAT2). A modest asso-
iation was observed between MAO-A polymorphism and PD risk
n males. The majority of gene–environment analyses did not show
ignificant interaction effects. However, GSTM1 null subjects heav-
ly exposed to solvents appeared to be at increased risk of PD.

GSTP1 polymorphisms have been associated with PD in a pes-
icide exposed population [89], and recent evidence suggests that
he relation between GSTP1 polymorphisms and PD age at onset is

odified by herbicide exposure [90].
A recent meta-analysis of published papers, for a total of 1206

D patients and 1619 controls, did not provide conclusive evidence
or an overall association of NAT2 slow acetylator genotypes to PD
91].

Variants of the CYP2D6 gene have been extensively studied as
enetic risk factors for PD, with inconsistent results [87]. How-
ver, there are data suggesting that risk of PD might be modulated
y interactions between the CYP2D6 genotype and environmental
actors such as pesticide exposure and cigarette smoking [87,92].

A recent meta-analysis of genome-wide association stud-
es revealed 3 polymorphisms (rs1000291 on chromosome 3,
s2241743 on chromosome 4 and rs3018626 on chromosome 11)
hat deserve further consideration [93] (Table 2).

.4. Environmental factors in PD pathogenesis

In 1999 Tanner et al. designed a large-scale study of monozygotic
nd dizygotic pairs of twins, aimed to assess genetic versus environ-
ental factors in the etiology of PD and suggested a contribution

f environmental factors to both early and late onset forms [94].
everal environmental factors, including pesticides and herbicides,
etals, tobacco and caffeine, head injuries and others, have been

argely studied in recent years as possible PD risk factors (Table 3).

.4.1. Rural activities, pesticides, metals.
Since the first description of Parkinson-like symptoms among

ndividuals who had taken drugs contaminated with 1-methyl-4-
henyl-1,2,3,6-tetrahydropyridine (MPTP) [95], and the subsequent
vidence that paraquat, an herbicide structurally similar to MPTP,
nduces selective loss of dopaminergic neurons [96], human
xposure to chemical compounds of synthetic origin, including
erbicide, insecticides and pesticides, has been the focus of active
esearch in PD pathogenesis. The available evidence indicates that
ural environment and pesticide exposures are associated with
D, however no one agent has been consistently identified, likely
ecause associations with specific agents may be confounded by
xposure to other pesticides, making it difficult to identify the
ausative agent [97,98]. Human exposure to metals has been the
ocus of several epidemiological studies aimed at evaluating their
ossible contribution as PD risk factors. The Geoparkinson study

ailed to find association between iron, copper and manganese
xposure and PD risk [99]. However a recent report based on
10,000 individuals in two Canadian cities suggests that environ-
ental manganese air pollution might contribute to neuronal loss

n PD [100]. There is also evidence that occupational lead exposure
s a risk factor for PD [101].

.4.2. Tobacco use, caffeine intake, dietary factors, habits and
xercise

There is substantial evidence supporting a protective role for
oth tobacco smoking and caffeine use and the risk of PD. A recent

ooled analysis of tobacco use and risk of PD supports a dose-
ependent reduction of PD risk associated with cigarette smoking
102]. A recently published follow-up study based on 29,335 Finnish
ubjects suggests that coffee drinking is associated with a lower PD
isk. Similar results have been observed in individuals drinking 3 or

t
f
e
t
s
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ore cups of tea daily [103]. A prospective study of dietary pattern
nd risk of PD based on 49,626 men and 81,676 women suggests
hat dietary patterns with high intakes of fruit, vegetables, legumes,
hole grains, nuts, fish and poultry, a moderate intake of alcohol

nd a low intake of saturated fats might protect against PD [104].
here is evidence that excessive daytime sleepiness might be asso-
iated with increased PD risk [105], on the contrary physical activity
eems not to contribute to PD risk [106].

.4.3. Head injuries
The Geoparkinson study suggests that repeated traumatic loss

f consciousness is associated with increased PD risk [99]. Similar
esults have been obtained in a case–control study of 93 twins pairs
iscordant for PD, in which a prior head injury with amnesia or loss
f consciousness was associated with an increased risk for PD [107].

. Amyotrophic lateral sclerosis (ALS)

Amyotrophic lateral sclerosis, also known as motor neuron
isease (MND), is one of the major neurodegenerative diseases
longside AD and PD. It is a progressive disorder characterized by
he degeneration of motor neurons of the motor cortex, brainstem
nd spinal cord. The incidence of the disease is similar worldwide
nd ranges from 1 to 3 cases per 100,000 individuals per year, with
he exception of some high-risk areas around the Pacific Rim such
s the island of Guam or parts of Western New Guinea. The course
f ALS is inexorably progressive, with 50% of the patients dying
ithin 3 years of onset. Overall, the incidence of the disease rises
ntil it peaks around 75 years of age and the disease is more fre-
uent in males than in females; the male to female ratio is reported
o be 3:2, and male predominance is particularly marked in some
ower motor neuron variants, where the disease is nearly 10 times

ore common in men than in women. After the menopause the
ale to female ratio approaches 1:1, suggesting a neuro-protective

ffect exerted by estrogens. Studies in families with ALS reveal that
he compromising of pathways involved in defence against oxida-
ive damage or vesicle trafficking is critical in ALS pathogenesis
108,109].

.1. Genetics of ALS

ALS is predominantly a sporadic disorder (SALS), and only 5–10%
f the cases have a familial origin. Studies in families have led to the
dentification of different genes responsible for familial or atypi-
al forms (SOD1, alsin, SETX, VAPB, DCTN1 and MAPT) and potential
LS loci (ALS3, ALS5, ALS6 and ALS7) still pending characteriza-

ion (Table 1). However, in spite of the concerted effort in the field,
nly few sALS risk factors have been identified so far, including
ncreasing age, gender and family history [109,110].

.2. Causative genes for familial ALS

.2.1. Copper–zinc superoxide dismutase gene (SOD1): ALS1
The cytosolic copper–zinc superoxide dismutase gene (SOD1),

n chromosome 21q21 (ALS1), was the first ALS identified gene,
ccounting for autosomal dominant forms [111]. Superoxide dismu-
ases are scavenger enzymes against free radicals mainly produced
y mitochondrial respiration, and to date more than 100 SOD1
utations have been described occurring at almost any position in
he gene, and accounting approximately for 2% of all ALS and 20% of
amilial cases (http://www.alsod.org.). Studies on ALS animal mod-
ls indicate that the over-expression of mutant SOD1 in mice leads
o symptoms similar to those observed in humans [112]. A recent
tudy on fALS animal models showed that the mutant G39A-SOD1

http://www.alsod.org/
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s not able to enter the nucleus and protect the DNA against oxida-
ive damage [113], supporting a role for oxidative DNA damage in
LS pathogenesis.

.2.2. Alsin gene: ALS2
Autosomal recessive familial amyotrophic lateral sclerosis

RFALS) is rare and has been reported in settings of high consan-
uinity such as Tunisia. A locus for a rare RFALS form with onset
efore age 25 was mapped to chromosome 2q33 (ALS2) [114], and
ontains a recently identified gene named alsin [115,116], which
ncodes a guanine nucleotide exchange factor for RAB5A, a key
egulator of endocytosis [117].

.2.3. Senataxin gene SETX: ALS4
Autosomal dominant juvenile FALS was linked to 9q34 (ALS4),

nd associated with mutations in the senataxin gene (SETX) [118],
hich encodes a DNA and RNA helicase protein that participate

n DNA repair mechanisms, and is involved in the defence against
xidative DNA damage [119].

.2.4. The vesicle-associated membrane
rotein/synaptobrevin-associated membrane protein B gene
VAPB): ALS8

A P56S mutation in the vesicle-associated membrane
rotein/synaptobrevin-associated membrane protein B gene (VAPB)
n 20q13.3 (ALS8) was observed in 7 Brazilian families: 3 with
ate-onset atypical ALS, 3 with late-onset spinal muscular atrophy
SMA), and 1 family with both ALS and SMA members [120]. Recent
ndings support a model in which reduced levels of VAP family
roteins result in decreased endoplasmic reticulum anchoring of

ipid-binding proteins and cause motor neuron degeneration [121].

.2.5. ALS and frontotemporal dementia with Parkinsonism: the
APT gene

Atypical forms of ALS including frontotemporal dementia (FTD)
ften accompanied by Parkinsonism symptoms are known; the
oexistence of ALS with FTD (ALS and FTD) was first described
ore than 30 years ago [122], and subsequently linked to

hromosome9q21–q22 [123]. Recently, a new locus for ALS and
TD has been mapped to 9p21.3–p13.3 in a Swedish family [124].
utations in the gene encoding the microtubular associated pro-

ein tau (MAPT) on chromosome 17q21 have been observed in ALS
ndividuals with FTD and Parkinsonism (ALS and FTDP) [125]. Tau
s a microtubule associated protein involved in the assembly of

icrotubules [126].

.2.6. Lower motor neuron disease, dynactin type: the DCTN1
ene

Further, mutations in the dynactin gene (DCTN1) on chromo-
ome 2p13 have been observed in a family with a slowly progressive
otor neuron disease, with onset in early adulthood and character-

zed by breathing difficulties, vocal fold paralysis and distal lower
imb muscle weakness and atrophy [127]. Some of the clinical fea-
ures overlap with ALS, and studies on animal models indicate that
ynactin promotes the stability of synapses at the neuromuscular

unctions [128].

.3. ALS susceptibility
Almost 95% of ALS occurs as sporadic forms (sALS); however,
lthough several genes have been studied in recent years as possi-
le sALS susceptibility factors, no single gene has been definitively
hown to be consistently associated with disease risk. Recent

4
n

a
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enome-wide association studies have provided additional candi-
ates requiring further investigation (Table 2).

.3.1. DNA repair genes: APEX1 and hOGG1
The DNA repair genes APEX1 and hOGG1 have been selected as

andidate genes for sporadic ALS based on their protective roles
gainst oxidative stress. A study on 117 sALS Scottish patients
nd 58 controls reported association between the APEX1 D148E
olymorphism and sALS risk [129], but further studies gave con-
icting results [130,131]. We have recently performed the largest
ase–control study aimed at evaluating the role of the APEX1 D148E
olymorphism on sALS and clinical presentation on an Italian
ohort of 134 sALS patients and 129 matched controls. No asso-
iation was found between the polymorphism and disease risk
r presentation, including age and site at onset and disease pro-
ression [131]. We have also investigated the role of the hOGG1
er326Cys polymorphism on sALS risk and presentation on 136 Ital-
an sALS patients and 129 matched controls, observing association

ith disease risk in males [132]. Recent findings on mutant SOD1
nd senataxin (see Sections 4.2.1 and 4.2.3) support a role for oxida-
ive DNA damage and DNA repair mechanisms in ALS pathogenesis.
herefore, further studies are required to better understand the
ontribution of DNA repair gene variants in sALS.

.3.2. Angiogenesis factors: ANG and VEGF
ANG and VEGF, two angiogenesis factors, have been largely stud-

ed in recent years as possible sALS risk factors. A synonymous ANG
110G polymorphism has been associated with sALS risk in Irish
nd Scottish populations [130]. However, further studies in other
opulations have failed to confirm the association [133]. Concern-

ng the VEGF gene, a recent pooled analysis of several association
tudies gave negative or inconclusive results [110].

.3.3. Others: neurofilaments, paraoxonases, survival motor
euron and haemocromatosis

Among other candidate sALS genes there are those coding for
eurofilaments (NEFL, NEFM and NEFH), paraoxonases (PON1, PON2
nd PON3), survival motor neuron (SMN1 and SMN2) and the
aemocromatosis gene (HFE). Recent pooled analyses suggest a role
or the HFE H63D variant and for increased copy numbers of the
MN genes and ALS risk [110].

Recently, a genome-wide association study identified a poly-
orphism in the dipeptidyl-peptidase 6 gene (DPP6) associated with

usceptibility to ALS [134].

.4. Environmental factors in ALS pathogenesis

The environmental factors contributing to neuronal degenera-
ion in ALS have been studied less extensively compared to other
eurodegenerative disorders, such as AD and PD, and were largely
nknown until recent years; however, as for AD and PD, the eti-
logy of the majority of sALS cases is presumably due to several
nteractions between genetic and environmental factors. The first
vidence of an environmental contribution in ALS came from the
bserved endemic occurrence of ALS with Parkinsonism and pro-
ressive dementia in regions of Western Pacific that could not be
ully explained by genetic factors, and was related to the consump-
ion of food made with seeds of the cycad plants [135]. Several other
nvironmental factors have been extensively studied in recent years
Table 3).
.4.1. Occupational exposure to metals, pesticides, insecticides,
eurotoxins and electromagnetic fields

Several studies report an increased ALS risk among individu-
ls occupationally exposed to lead [136,137]. There is also evidence
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uggesting that human exposures to agricultural chemicals, such
s pesticides and insecticides, are at increased ALS risk [137,138].
o support this hypothesis there is a recent report of a motor
euron disorder simulating ALS induced by chronic inhalation of
yrethroid insecticides [139]. Moreover, increased post-war risk of
LS has been observed in military personnel who were deployed

o the Gulf Region during the first Gulf War period, suggesting
xposure to neurotoxins as an environmental risk factor [140].
everal Gulf War veterans who developed neurologic symptoms
ad decreased levels of the enzyme paraoxonase 1 (PON1) which
articipates in the detoxification of organophosphate pesticides
141]. There is also evidence for an increased ALS risk among
elders and other workers exposed to electromagnetic fields

142,143].

.4.2. Physical activity and related traumas
A few years ago Chiò et al. [144] observed an increased ALS

isk in Italian professional soccer players. Subsequently, similar
esults were observed for National Football League players in the
nited States [145]. In the same period it was published the case
f 3 amateur league soccer players who were friends from the
ame part of southern England and developed ALS simultane-
usly, suggesting that also amateur players are at increased ALS
isk [146]. The question of whether or not professional or amateur
xcessive physical activity per se represents an ALS risk factor is
argely debated. Several hypotheses have been formulated trying
o explain the causative agent of ALS among soccer players, includ-
ng as possible candidates excessive physical activity, drugs and
oping, dietary supplements, pesticides used on the playgrounds,
nd traumas to the head and to other body parts [147]. Recent evi-
ence suggests that repeated head injuries might increase ALS risk
148].

.4.3. Others: smoking and education
Among other factors associated with increased ALS risk smok-

ng, particularly in women, has been associated with increased
isease risk [149,150]. Increased risk was also observed among indi-
iduals with low education levels (elementary school) [150].

. Epigenetics and neurodegenerative diseases

Epigenetics is the study of heritable changes in gene func-
ion that occur independently of alterations to primary DNA
equence. The best-studied epigenetic modifications are DNA
ethylation, and changes in chromatin structure by histone mod-

fications and RNA-mediated pathways from non-coding RNAs,
otably silencing RNA (siRNA) and microRNA (miRNA). Epige-
etic modifications have a critical role in important developmental
vents, including X-inactivation, genomic imprinting, and neu-
onal development. Moreover, an increasing number of human
athologies have been found to be associated with aberrant epi-
enetic regulation, including cancer and a great number of human
ife-threatening diseases, such as neurodegenerative diseases
151,152].

Epigenetic modifications have been compared, in terms of
henotypic consequences, to genetic polymorphisms resulting

n variations in gene function [153]. Until now only few envi-
onmental agents have been identified to strongly affect the

pigenome, including dietary factors, alcohol, and environmental
azard such as cigarette smoking and arsenic [153]. Moreover, a

ot remains to do to adequately characterize the critical windows
f vulnerability to environmentally induced epigenetic alterations
154,155].

d
h
d
e
l

Research 667 (2009) 82–97 91

.1. Dietary factors and epigenetic changes relevant for AD
athogenesis

It is now clear that dietary components can modulate both
enome and epigenome, this last by altering genetic expression
nd potentially modifying the risk and/or severity of a variety of
isease conditions including neurodegenerative ones [156]. In an
pigenetic context it is likely that the level of expression of sev-
ral genes could be altered due to the methylation status of their
romoters. In Alzheimer’s disease, for instance, critical targets for
pigenetic insults are likely genes involved in the maintenance of
he physiological levels of non-amyloidogenic and amyloidogenic
ragments.

Folate and vitamin B12 are essential cofactors for the methio-
ine/homocysteine cycle in the brain. These vitamins mediate the
emethylation of homocysteine (Hcy), which affects the produc-
ion of the universal methyl donor, S-adenosylmethionine (SAM),
n the brain among other organs. AD is characterized by hight Hcy
nd low folate blood levels, meaning that the conversion of Hcy to
ethionine is altered in AD, as it is the production of SAM [157].

uso et al. analysed the levels of methylation of CpG islands in the
romoters of the APP and the PSEN1 gene on human neuroblas-
oma SK-N-SH or SK-N-BE cell lines, observing that in conditions of
olates and vitamin B12 deprivation from the media, the status of

ethylation of the promoter of the PSEN1 gene underwent a varia-
ion, with a subsequent deregulation of the production of presenilin
, BACE and APP proteins [157]. This study confirmed that some of
he genes responsible for the production of A� fragments in AD can
e regulated through an epigenetic mechanism depending on the
ellular availability of folates and B12 vitamins, and involving the
roduction of SAM and the status of methylation of CpG islands in
he DNA.

The same authors recently observed, on the same experimental
odel, that Hcy accumulation induced through vitamin B depri-

ation could impair the “methylation potential” with subsequent
resenilin 1, BACE and amyloid-beta upregulation [158].

.2. Oxidative stress and epigenetic modifications

The accumulation of oxidative stress-induced damage in brain
issues plays an important role in the pathogenesis of normal aging
nd neurodegenerative diseases, including AD. Because of its high
etabolic rate the brain is believed to be particularly suscepti-

le to ROS, and the effects of oxidative stress on neurons might
e cumulative. At the time oxidative damage was observed in AD,

t was supposed that amyloid aggregates were the main source
f oxidative stress; however, recent evidence suggests that oxida-
ive stress is one of the earliest events in AD [159–161], and drives
� production [162], likely through activation of BACE1 [163–165].
oreover, it seems that A� peptides might be produced to func-

ion as scavengers of reactive oxidative species [166]. Only with
he persistence of oxidative stress, the production of A� peptides
vercomes their cellular turnover, so that they start to aggregate
nd their anti-oxidant function evolve into pro-oxidant, ultimately
eading to neuronal death [167].

Epigenetic mechanisms leading to transcriptional silencing of
enes important in ROS scavenging, such as MnSOD, have been
bserved [168]. Increases in ROS can also effect glutathione (GSH)
evels which in turn can change SAM synthesis and hence DNA

ethylation patterns. GSH is an important endogenous antioxi-

ant, found in millimolar concentrations in the brain; GSH levels
ave been shown to decrease with aging, and plasma GSH was
ecreased in AD patients. Increased GSH production influences
pigenetic processes including DNA and histone methylation by
imiting the availability of SAM, which is the cofactor utilized during
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pigenetic control of gene expression by DNA and histone methyl-
ransferases [169]. There are additional ROS related mechanisms
nvolving hydrogen peroxide that can lead to further changes of
he chromatin structure [169].

The role of oxidative stress as a molecular link between the �-
nd the �-secretase activities has been recently reviewed [170] and
mechanistic explanation of the pathogenesis of sporadic LOAD has
een provided: the overproduction of A�, dependent on the upreg-
lation of BACE1 induced by oxidative stress, would contribute to
he pathogenesis of the common, sporadic, late-onset form of AD,
major risk factor for which is aging. It has been suggested that

n increase in the �-secretase cleavage of APP mediated by oxida-
ive stress (in sporadic AD), or by PSEN1 mutations (in familial AD
orms), leads to an increase in BACE1 expression and activity [170].

Oxidative stress regulates the expression of many genes that
ight contribute to AD pathophysiology. Recent genome scan

tudies found that genes involved in several pathways including
ntioxidant defence, detoxification and inflammation, are induced
n response to oxidative stress and in AD. However, genes that
re associated with energy metabolism, which is necessary for
ormal brain function, are mostly down-regulated. DNA methyla-
ion signatures distinguish brain regions and may help account for
egion-specific functional specialization [171].

.3. Environmental exposure early in life induces epigenetic
hanges relevant for AD pathogenesis

It has become increasingly evident in recent years that develop-
ent is under epigenetic control. Prenatal or early life exposures

o dietary and environmental factors can have a profound impact
n our epigenome, resulting in birth defects and diseases devel-
ped later in life. Indeed, examples are accumulating in which
nvironmental exposures can be attributed to epigenetic causes,
n encouraging edge towards greater understanding of the contri-
ution of epigenetic influences of environmental exposures [172].
o explain the etiology of LOAD forms and other neuropsychi-
tric and developmental disorders, it has been hypothesized that
nvironmental factors, including metals and dietary factors, per-
urb gene regulation in a long-term fashion, beginning at early
evelopmental stages; however, these perturbations do not have
athological results until significantly later in life. These factors
an perturb the interaction of methylated CpG clusters with bind-
ng proteins, such as MeCP2 and SP1. Promoters can have both
ositive and negative regulatory elements, and their activity can
e altered both by changes in the primary DNA sequence and by
pigenetic changes through mechanisms such as DNA methyla-
ion at CpG dinucleotides or oxidation of guanosine residues. For
xample, such actions would perturb APP gene regulation at very
arly stage via its transcriptional machinery, leading to delayed
ver-expression of APP and subsequently of A� deposition [173].
ecent studies in rodents have shown that exposure to lead (Pb)
uring brain development predetermined the expression and reg-
lation of the amyloid precursor protein and its amyloidogenic
� product in old age. The expression of AD-related genes (APP,
ACE1) as well as their transcriptional regulator (SP1) were ele-
ated in aged (23-year old) monkeys exposed to Pb as infants.
urthermore, developmental exposure to Pb altered the levels,
haracteristics, and intracellular distribution of A� staining and
myloid plaques in the frontal association cortex. These latent
ffects were accompanied by a decrease in DNA methyltransferase

ctivity and higher levels of oxidative damage to DNA, indicating
hat epigenetic imprinting in early life influenced the expression of
D-related genes and promoted DNA damage and disease patho-
enesis. These data suggest that AD pathogenesis is influenced by
arly life exposures and argue for both an environmental trigger
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nd a developmental origin of AD [174]. Wu et al. [175] proposed
hat environmental influences occurring during brain development
lter the methylation pattern of the APP promoter which results
n a latent increase in APP and A� levels. Increased A� levels pro-

ote the production of ROS which damage DNA. Epigenetic changes
n DNA methylation impact both gene transcription and the abil-
ty to repair damaged DNA and thus imprint susceptibility to DNA
amage. This susceptibility plus the programmed increase in A�

evels via a transcriptional pathway programmed by environmental
xposures in early life exacerbates the normal process of amy-
oidogenesis in the aging brain, thus accelerating the onset of AD
175].

.4. Possible role of epigenetics in other neurodegenerative
iseases, than AD

About possible role of epigenetics in other neurodegenerative
iseases, studies are still at the beginning. Few data exists on the
ccurrence of epigenetic silencing of genes that have a fundamen-
al role in other neurodegenerative diseases than AD, such as ALS
nd PD. To explain the variable phenotypic expressivity (the age
f onset, the severity and or penetrance of the pathological pheno-
ype) disturbances in methylation levels have been involved. In fact
NA methylation is dynamically regulated in the human cerebral
ortex throughout the lifespan, involves differentiated neurons,
nd affects a substantial portion of genes predominantly by an
ge-related increase [176]. There is also evidence that oxidative
tress and defects in mitochondrial function, particularly in com-
lex I, may contribute to PD. Exposure of humans or mice to the
nvironmental toxins MPTP, paraquat, or rotenone results in acute
nd irreversible parkinsonism. These toxins impair mitochondrial
unction and consequently increase free radical production and
xidative stress [96]. Sporadic ALS (SALS) results from the death
f motor neurons in the brain and spinal cord. It has been proposed
hat epigenetic silencing of genes vital for motor neuron function
ould underlie SALS. However, the promoter of genes thought to be
mplicated in SALS: SOD1 and VEGF, or that of MT-Ia and MT-II (the

ost common human isoforms of the metallothionein (MT) family
f proteins), has not been found with inappropriate methylation
evels [177,178].

. Conclusions

Active research performed in recent years in the field of neu-
odegenerative diseases has led to the identification of several
ausative genes responsible for the familial forms, with a subse-
uent better comprehension of the molecular mechanisms at the
asis of the selective neuronal death. As a consequence, the com-
romising of several intracellular pathways has been postulated
o increase the risk for the development of the sporadic forms.
owever, despite hundreds of association studies based on the

candidate gene” approach, results are still largely inconclusive,
nd researchers have tried to obtain more informative results by
eans of pooled analyses of published data [24]. The hottest new

ool in genetics are genome-wide association studies; geneticists
can patient’s DNA for half a million or more single nucleotide poly-
orphisms (SNPs), and then compare the results to those from
healthy control group. Unfortunately, almost none of them has
ighlighted genes already under suspicion by the “candidate-gene”

pproach, moreover results from genome-wide association studies
re often conflicting and not replicating, thus adding nothing but
onfusion to the gene hunt [93,179]. Several authors agree that at
he basis of the discordant results obtained in association stud-
es, in most of the cases, there might be the lack of the power to
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learly evaluate exposures to environmental agents that, interact-
ng with the genetic background, could really explain the individual
usceptibility [87,88].

Many of the processes with a key role in neurodegeneration,
uch as the formation of senile plaques, the accumulation of ROS,
he cleavage of APP by neuroscretases, can be now analysed in
ight of the new epigenetic knowledge, to facilitate the implemen-
ation of future disease prevention strategies [157,175]. The study
f specific aberrant patterns of epigenetic marks might be devel-
ped as novel predictors to facilitate the implementation of future
isease prevention strategies, to lend new insights into the aeti-
logy of a disease, to allow more exact diagnosis and to develop
etter-targeted therapeutic regimens. Since epigenetic alterations
re reversible, modifying epigenetic marks contributing to disease
evelopment may provide an approach to designing new thera-
ies such as the use of inhibitors of enzymes controlling epigenetic
odifications [180].
Over the last two decades, preclinical and clinical research has

mplicated epigenetic alterations in the pathogenesis and progres-
ion of cancer. Many of the processes can be reversed offering a
ope for epigenetic therapies such as inhibitors of enzymes control-

ing epigenetic modifications, specifically DNA methyltransferases,
istone deacetylases, and RNAi therapeutics. Drugs have been
eveloped with functional effects, including DNA hypomethylation
nd histone acetylation, that serve to restore the normal transcrip-
ion of cell regulatory genes (e.g, tumor suppressor genes). DNA
ypomethylating agents, such as azacitidine, and histone deacety-

ase inhibitors such as vorinostat have been approved in the US for
he treatment of cancer, reinforcing the importance of these path-
ays in the biology of this disease [180]. If epigenetic alterations
ill be confirmed to have a pivotal role also in many neurodegen-

rative diseases, new targets for therapy will be likely identified
oon.
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Abstract
Background A recent publication by Schwarz et al.
describes the eVects of exposure of human Wbroblast and
lymphocytes to radiofrequency-electromagnetic Welds at
frequencies used for communication with mobile phones.
Even at very low speciWc absorption rates of 0.05 W/kg,
thus well below internationally accepted exposure limits,
signiWcant eVects were seen in Wbroblasts whose DNA mol-
ecules were damaged as assessed by their comet tail factor
(CTF) in the comet assay.
Areas of concern The CTF mean values and the standard
deviations of the replicates revealed very low coeYcients
of variation, ranging from 1.2 to 4.9% (average 2.9%),
which are in contrast to much higher variations reported by
others. Moreover, inter-individual diVerences of the CTF
values strongly disagree with the previously published data
from the same group of researchers.
Conclusion The critical analysis of the data given in the
Wgures and the tables furthermore reveal peculiar miscalcu-
lations and statistical oddities which give rise to concern
about the origin of the reported data.

Keywords Electromagnetic Welds · UMTS · 
Non-thermal · DNA · Comet assay

Introduction

The question of whether or not radiofrequency-electromag-
netic Welds (RF-EMF) used for mobile communication pose

a health risk is being intensely discussed between politicians,
health oYcials, physicians, scientists, and the public.
Whereas the majority of scientiWc publications do not indi-
cate that these non-ionizing RF-EMFs cause biological
damages at levels below the thermal threshold (Sommer
et al. 2007; Tillmann et al. 2007; Vijayalaxmi and Obe
2004), some investigations demonstrated such eVects.
When replicated, however, even those studies were found
to be non reproducible. One well-known example is the
study by Repacholi et al. (1997)who have reported higher
incidences of lymphoma in transgenic mice which were
exposed to pulsed EMF at 900 MHz (Repacholi et al.
1997). Two independent replication studies did not conWrm
the earlier Wndings (Oberto et al. 2007; Utteridge et al. 2002).

Of particular importance is the possible damage of DNA
molecules by EMF exposure. Despite the fact that no bio-
physical mechanism has been identiWed for such interac-
tions, some results of studies apparently showed DNA
damages which, if such studies were found to be reproduc-
ible, would give rise to concern about immediate and long-
term safety issues of mobile phone use. In 2005, it was
shown by a group of researchers from the Medical Univer-
sity Vienna that DNA molecules of human Wbroblasts and
rat granulosa cells, when exposed to EMFs at 900 MHz,
were signiWcantly damaged, as shown by the comet assay
(Diem et al. 2005). A replication study, using the same
exposure apparatus, however, did not conWrm these initial
Wndings (Speit et al. 2007). The same group from Vienna
recently published their Wndings on human Wbroblasts and
lymphocytes, this time exposing the cells to RF-EMFs at
frequencies of the new mobile phone communication stan-
dard UMTS at around 1,950 MHz (Schwarz et al. 2008).
Like in their earlier investigation, exposed Wbroblasts’
DNA molecules were found to be severely damaged, even
at speciWc absorption rates (SAR) of 0.05 W/kg, thus far

A. Lerchl (&)
School of Engineering and Science, Jacobs University Bremen, 
Campus Ring 6, Res. II 28759, Bremen, Germany
e-mail: a.lerchl@jacobs-university.de
123



276 Int Arch Occup Environ Health (2009) 82:275–278
below the recommended exposure limits for whole-body
exposure (0.08 W/kg) and partial-body exposure (2 W/kg),
respectively, of the general public (ICNIRP 1998).

Areas of concern

Before the problems of the publication of Schwarz et al. are
addressed, it is important to brieXy summarize how the
cells, after treatment (exposure, sham exposure, negative or
positive control), were analyzed for their DNA damages:
cells (10,000–30,000 per slide) were placed on slides in
agarose and treated with lysis solution. After incubation (to
allow unwinding of the DNA molecules), electrophoresis
was performed so that the DNA molecules or fragments
thereof moved along the slide to the anode. After electro-
phoresis, DNA molecules were stained with ethidium bro-
mide, and the “comets” (tailing of the DNA spots) were
inspected and examined microscopically at 400£ magniW-
cation. The fraction of total DNA present in the tail of the
comet reXects the frequency of DNA breaks. Per slide, 500
cells were examined. The comets were manually classiWed
into Wve categories from A (no damage, no tail) to E
(severe damage, longest tail). The resulting comet tail fac-
tor (CTF) was calculated per slide by multiplying the num-
bers of cells in each category with numbers representing the
average of damage (in % tail DNA) of each category. These
calibration factors, derived from previous work, are 2.5%
for A cells (no tail), 12.5% for B cells, 30% for C cells,
67.5% for D cells, and 97.5% for E cells (longest tail). The
cumulative sum of the products of numbers of
cells £ factors, divided by the number of cells (500)
yielded the Wnal result of CTF for each slide. For example,
the following numbers of cells were counted: A, 445 cells;
B, 39 cells; C, 13 cells; D, 2 cells; E, 1 cell. The resulting
CTF value would be 4.45. These data were actually
extracted from one of the data of sham-exposed cells given
in Table 2 of the paper by Schwarz et al.

Low standard deviations

Per data point (i.e., for each of the Wve SAR values), three
independent replicates with three cell culture dishes each
were used for each treatment condition. It is evident that the
numbers of severely damaged cells belonging to category E
have a large impact on the CTF value for each slide. In the
above mentioned example, one single E cell more or less
would change the CTF value of the slide substantially to
4.64, or 4.26, respectively. Surprisingly, the coeYcients of
variation for the number of E cells of sham-exposed and
negative control samples (both having the lowest numbers
of E cells), as calculated by dividing the standard devia-

tions by the respective means, is much higher (on average
57%) than the coeYcients of variation for the respective
CTF values (on average 4.0%). In other words, the very
low coeYcients of variation of the overall CTF values are
diYcult to explain, even provided that absolutely no biolog-
ical or methodological variation would exist.

This argument is further underlined by looking at all
coeYcients of variation of all 20 CTF values given in
Table 2 and Fig. 1 of the Schwarz et al. paper: on average,
coeYcients of variation are 2.9% and never exceed 5%,
which is truly remarkable for this kind of biological experi-
ment with a large number of possible confounders and
methodological inaccuracies, among them diVerences in the
cells’ status and cycle, possible diVerences in cell culture
conditions (from at least 15 independently performed
experiments), diVerences in exposure to EMFs and UV,
variations during electrophoresis and staining, and, most
importantly, diVerences in microscopic examination and
manual classiWcation. What is even more surprising: the
coeYcients of variation are lower at higher CTF values: in
sham-exposed cells or negative controls, the average coeY-
cients of variation are 3.9 and 4.1%, respectively, whereas
in RF-EMF exposed cells, the coeYcients of variation are
on average 2.6%, and in positive controls (irradiated with
UV) only 1.2%. These extremely low variations are biolog-
ically and methodologically incomprehensible. For exam-
ple, the SAR variations were already reported to be 26%,
thus 10 times as large as the variations in the biological
answer of the exposed cells. Furthermore, the low standard
deviations are also in sharp contrast to results of a study
(Speit et al. 2007) where the authors tried to replicate ear-
lier results from the group of Vienna showing DNA break-
age in cells exposed to 900 MHz RF-EMFs (Diem et al.
2005). Using the same cells as in the investigation by Sch-
warz et al., the authors found much higher coeYcients of
variation on the order of 30–40%. In this context a state-
ment in the paper by Schwarz et al. is interesting: “Due to
the scoring of 500 cells, being about ten times the cells usu-
ally processed by computer-aided image analysis, standard
deviations become very low.” Presumably, Schwarz et al.
refer to the paper by Speit et al. where exactly 50 cells per
slide were analyzed by means of a computer-assisted evalu-
ation system for the DNA comets. It is, however, well
known that the standard deviation does not depend on the
number (n) of a sample, unlike the standard error. That in
fact standard deviations were calculated in their publication
is evident when looking at a publication by the same group
(Rüdiger et al. 2006) where original (raw) data were pre-
sented in response to a critical letter (Vijayalaxmi et al.
2006) in reference to the two previous publications by the
researchers from Vienna (Diem et al. 2005; Ivancsits et al.
2005). The standard deviations were in the same range as in
the recent paper by Schwarz et al.
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Unexpected low standard deviations are also seen in the
time course study (Fig. 3) of the Schwarz et al. paper.
Whereas after 4 h no eVects by exposure are seen, the CTF
values are signiWcantly increased after 8 and 12 h of expo-
sure with very low standard deviations. CTF values of
sham-exposed and negative control cells are statistically
indistinguishable and almost constant (range between 4.7
and 4.9). For these data (n = 7 for sham-exposed cells and
n = 7 for negative controls), the coeYcients of variation
between the (independent) experiments were only 2.1 and
1.2%, respectively, thus even lower than the coeYcients of
variation between replicates which were reported to be
4.2% for “unexposed” samples. These low coeYcients of
variation are therefore statistically impossible.

The recent data by Schwarz et al. are also in sharp con-
trast to their own, previously published results (Diem et al.
2002), where inter-individual coeYcients of variation for
CTF values were reported to be on the order of 25–30%
with age as a major factor. In the present paper (Schwarz
et al. 2008) (Fig. 6a), inter-individual diVerences (coeY-
cients of variation) for CTF values of cells from donors
aged 6, 29, and 53 years, respectively, were only 6.1%
(sham exposed), 3.8% (exposed), 7.1% (negative controls),
and 4.0% (positive controls), respectively. Also, these low
coeYcients of variation are therefore diYcult to compre-
hend.

Calculation errors and statistical analyses

The sums of the average values of all cell types (A–E) as
given in Table 2 of the Schwarz et al. paper should be 500
since this was the number of cells which were analyzed.
This is in fact the case for exposed and sham-exposed cells
where the sums are 500 § 0.2, the small deviations proba-
bly being due to rounding errors. In positive and negative
controls, however, there are consistently diVerent cell num-
bers with diVerences up to 14.6 cells.

The statistical analysis to check for signiWcant eVects of
exposure was done by the non-parametric Mann–Whitney–
Wilcoxon test, comparing n = 3 values of exposed cells
with the combined (n = 6) values of sham-exposed and neg-
ative control cells. This way to analyze the data is odd, for
several reasons. The data in Table 2 reveal that the vari-
ances of the CTF values of the three groups for each SAR
value with n = 3 were statistically not diVerent between
exposed, sham-exposed and negative control cells, as tested
by the F-test for equal variances. Thus, a parametric test
would have been possible with much better signiWcance
levels by just comparing sham-exposed and exposed cells
which should have been the diVerence of interest. This was
actually the way in which the data from the previous study
by the group were analyzed (Diem et al. 2005). In fact,

based on the data given in Table 2 of the Schwarz et al.
paper, all diVerences between sham-exposed and exposed
CTF values turned out to be highly signiWcantly diVerent
(p < 0.001) when using the parametric Student’s t test. In
none of these tests were the variances between the groups
signiWcantly diVerent. Why the authors decided to perform
a non-parametric test with a maximum level of signiWcance
of p = 0.0238 remains enigmatic. It is, however, interesting
to note that a non-parametric test with n = 3 in both groups
(exposed and sham-exposed) would not have been possible
because irrespective of the diVerences, the lowest p value
would be 0.1. In other words, it was essential to combine
the CTF values of negative controls and sham-exposed
cells to be able to perform a non-parametric test in the Wrst
place. This is only possible if the negative controls (cells
which were placed in the incubator) and sham-exposed
cells (which were placed in the exposure apparatus but
were not exposed) showed about the same CTF values.
Apparently and surprisingly, this was the case.

Summary and conclusion

The paper by Schwarz et al. (2008) apparently supports the
earlier Wndings of the group (Diem et al. 2005), again
showing signiWcant deleterious eVects of RF-EMF on DNA
molecules of human Wbroblasts (please note that the former
name of the author Kratochvil was Diem). Despite the lack
of any biophysical mechanism which would be able to
explain such interactions, the results not only conWrm the
group’s previous Wndings, but they apparently extend them
to another frequency range (UMTS, around 1,950 MHz)
and to lower SAR levels which are well below internation-
ally accepted exposure limits for the general public
(ICNIRP 1998).

The arguments given in this paper, focusing on the eVects
seen on DNA damage of Wbroblasts, question the validity
and the origin of the data published by Schwarz et al.
(2008). Many of the arguments listed here, though, would be
valid for the analysis of the micronuclei (MN), too (e.g., low
standard deviations, low standard deviations at high MN
numbers, low inter-individual diVerences, lack of random
eVects, etc.). For several reasons, the extremely low stan-
dard deviations are far too low for this kind of experiment in
living cells with respect to the cells’ status in many indepen-
dently performed experiments, methodological variations
(e.g., variations in the SAR levels), random eVects of cells
counted, and estimation errors due to microscopical inspec-
tion and manual classiWcation. The statistical analysis was
done inappropriately and several calculation errors are irri-
tating. As long as no convincing evidence is provided rebut-
ting all arguments as listed here, the paper of Schwarz et al.
must be treated with extreme caution.
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Genetic damage in mammalian somatic cells exposed to extremely low
frequency electro-magnetic fields: A meta-analysis of data from 87
publications (1990–2007)

VIJAYALAXMI1 & THOMAS J. PRIHODA2

1Department of Radiation Oncology, and 2Department of Pathology, University of Texas Health Science Center, San Antonio,

TX 78229, USA

(Received 11 May 2008; revised 21 October 2008; accepted 4 December 2008)

Abstract
Purpose: A meta-analysis was conducted to obtain a ‘quantitative’ estimate of the extent of genetic damage in mammalian
somatic cells exposed to non-ionizing radiation emitted from extremely low frequency electro-magnetic fields (ELF-EMF)
and to compare with that in unexposed control cells.
Methods: The methods used for the meta-analysis were recommended in several standard text books. Three specific
variables related to ELF-EMF exposure characteristics were examined in the meta-analysis: (i) frequency (Hz), (ii) flux
density (mT), and (iii) in occupationally exposed individuals.
Result and conclusions: (1) The difference between ELF-EMF-exposed and control cells as well as the ‘effect size’ due to
ELF-EMF exposure were biologically small (although statistically significant) with very few exceptions. (2) At certain ELF-
EMF exposure conditions there was a statistically significant increase in genetic damage assessed from some end-points. (3)
The mean indices for chromosomal aberrations and micronuclei end-points in ELF-EMF-exposed and control cells were
within the spontaneous levels reported in historical database. (4) Considerable evidence for publication bias was found in the
meta-analysis.

Keywords: Meta-analysis, electromagnetic fields, DNA strand breaks, chromosomal aberrations, micronuclei, sister chromatid
exchanges

Introduction

The possible effects of exposure to non-ionizing

radiation emitted from extremely low frequency

electro-magnetic fields (ELF-EMF) on the genetic

material (DNA) are very important. Damage in the

DNA of somatic cells can lead to the development of

cancer or cell death. Hence, during the last several

decades, researchers have used recently developed

experimental techniques as well as classical cytoge-

netic methods to determine the extent of genetic

damage in mammalian somatic cells exposed in vitro

and/or in vivo to ELF-EMF in the frequency range of

0–5000 Hz. The data were published in peer-

reviewed scientific journals. Vijayalaxmi and Obe

(2005) reviewed the literature published during

1990–2003 and made a ‘qualitative assessment’ of

the data reported in 63 investigations. The extent of

genetic damage in all these publications was deter-

mined using one or more end-points, namely, single-

and/or double-strand breaks in the DNA evaluated

using the comet assay in which the comet tail length

was measured in microns (SBM) and the comet tail

moment expressed as a ratio (SBR, derived from the

amount of DNA in comet head and comet tail), and

the incidence of chromosomal aberrations (CA),

micronuclei (MN) and sister chromatid exchanges

(SCE). The conclusions from 29 investigations

(46%) did not indicate significantly increased genetic

damage in ELF-EMF-exposed cells as compared

with that in sham- and/or un-exposed cells while the

results from 14 studies (22%) have suggested such an

increase in the former as compared with the latter

cells. The observations from 20 other studies (32%)

were inconclusive. Similar conclusions were drawn

in earlier reviews (McCann et al. 1993, 1998,

Murphy et al. 1993, Moulder 1998). The details

presented in these publications revealed several
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differences among the investigations including ELF-

EMF exposure conditions, experimental protocols,

etc. Any and/or all of these variables could have

contributed to the controversial observations in the

existing literature (Vijayalaxmi and Obe 2005).

Meta-analysis is widely used in biomedical re-

search, especially when the outcomes of the observa-

tions in different investigations are controversial. If

considered separately, any one study may be either

too small or too limited in scope to arrive at a

generalized and unequivocal conclusion. Analyses of

the combined data from all such related studies

represent an attractive alternative to strengthen the

evidence from any individual study. The importance

of precise methods used in analyzing the data to draw

inferences from heterogeneous but logically related

studies has been emphasized by Armitage (1984). A

meta-analysis was conducted using all SBM, SBR,

CA, MN and SCE data published in peer-reviewed

scientific journals during the years 1990–2007 to

obtain a ‘quantitative’ estimate of the extent of

genetic and epigenetic damage (theoretically, it may

well be that ELF-EMF exposure per se is not

genotoxic, but that such exposure could enhance

the damage induced by other biological, chemical

and/or physical genotoxic agents, i.e., ELF-EMFþ
known genotoxic agents) in mammalian somatic

cells exposed in vitro and/or in vivo to ELF-EMF.

Such analyses could also help in better under-

standing of the genotoxic/carcinogenic potential of

ELF-EMF. The objectives were to: (i) Obtain a good

‘quantitative’ estimates of the damage reported in

ELF-EMF-exposed cells compared with that in

sham- and/or un-exposed control cells, (ii) study

the correlation between certain specific ELF-EMF

exposure characteristics (see below) and increased

genotoxicity which is larger than the random

variability, (iii) examine whether the damage indices

in ELF-EMF-exposed cells were within the sponta-

neous levels reported in historical database, (iv) use

multiple regression analysis to determine the com-

bined effects of ELF-EMF characteristics (each

adjusted for the others) on genotoxicity, and (v) test

for heterogeneity of residual variability to indicate if

other factors that were not considered in the meta-

analysis could explain the effects reported in the

publications. A similar meta-analysis was conducted

using the genetic damage indices, reported from

1990–2005, in mammalian somatic cells exposed

in vitro and in vivo to radiofrequency radiation

(300 MHz to 300 GHz), and the conclusions were

published recently (Vijayalaxmi and Prihoda 2008).

Materials and methods

The methods employed for the meta-analysis have

been recommended in several standard textbooks: (i)

Statistical Methods for Meta-analysis (Hedges and

Olkin 1985), (ii) Practical Meta-Analysis (Lipsey

and Wilson 2001), (iii) Methods of Meta-Analysis:

Correcting Error and Bias in Research Findings (Hunter

and Schmidt 2004), (iv) How to Report Statistics in

Medicine: Annotated Guidelines for Authors, Editors,

and Reviewers (Lang and Secic 2006) and (v)

Cochrane Handbook for Systematic Reviews of

Interventions 2006. A total of 87 papers were

retrieved from peer-reviewed scientific publications.

Each publication was examined in detail by both

authors: the results reported as numbers in the

Tables were documented as such while the Figures

were 200% enlarged to enter the data (nearer to the

actual numbers) in an Excel spreadsheet (Microsoft,

WA). The quality of investigations, i.e., whether

or not the researcher(s) have included sham-/

unexposed-/positive-controls, ‘blind’ evaluations,

provided detailed description of dosimetry, experi-

mental protocols, data collection procedures, appro-

priate statistical analyses, and conclusions from

results in the text, tables and figures being consistent

were assessed and agreed upon by both authors. This

information was not intended to ‘rank’ the publica-

tions either to exclude or include the data in meta-

analysis. All data recorded from each publication in

the Excel spread sheet was checked and re-checked

(to ensure no errors were made during the recording

process) before subjecting the data to meta-analysis.

For the same genotoxicity end-point, researchers

have examined different numbers of cells in the same

or different experiments. For example, investigators

have reported the incidence of MN recorded in a

total of 500, 1000 or 2000 cells. In such instances,

Fleiss et al. (2003) have suggested a method using

‘raw’ data to calculate the mean, standard deviation

(SD) and variance from varying number of cells

examined in different experiments (when averaging

over experiments and cells within experiments).

However, it is almost impossible to obtain the raw

data from individual investigators. Hence, for each

end-point, a standardized ‘unit’ was obtained and

used as a more homogeneous measure. The stan-

dardized unit for CA was in 100 cells, i.e., if an

investigator has reported the incidence in 200 cells, it

was divided by two to obtain the unit as CA/100

cells. Similarly, the standardized units were MN/

1000 cells and SCE/cell. The results reported for

DNA single- and double-strand breaks were pooled

to obtain a standardized unit for the comet tail length

in microns (SBM) and comet tail moment as radio

(SBR) (the ‘tail factor’ used in some investigations

was included in this category). The ‘units’ in ELF-

EMF-exposed were integrated to obtain overall

pooled mean and SD to designate to the ‘ELF-

EMF-exposed group’ while similar data in controls

were assigned to the ‘control group’. These are the
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‘descriptive’ data for standardized units from which

the meta-analysis was conducted.

Meta-analysis

Several variables in the experimental protocols used

by different investigators in different countries were

identified and discussed in an earlier review by

Vijayalaxmi and Obe (2005). It is beyond the scope

and goals of this meta-analysis to determine the effect

of all such variables. Only three specific variables

related to ELF-EMF exposure characteristics were

selected to determine their ‘potential’ influence on

various genotoxicity end-points (based on 50 Hz used

in Europe/Asia and 60 Hz used mainly in USA, and

flux density exposure limits suggested by international

organizations): (i) Frequency (Hz), (ii) flux density

(mT) and (iii) occupational exposure (electric train

drivers, power-line inspectors and maintenance per-

sonnel, and also individuals employed in high

voltage electric supply substations). The frequency

of ELF-EMF was sub-classified: (a) �50 Hz and (b)

�60 Hz. The flux density was sub-classified: (a) 0.0–

0.5 mT, (b)4 0.5–1.0 mT, (c)4 1.0 – 5.0 mT and

(d)4 5 mT. The issue related to epigenetic effects of

ELF-EMF exposure was investigated in rodent and

human cells which were treated in vitro with a known

genotoxic agent prior/during/after ELF-EMF expo-

sure: The data reported in a total of 33 publications

were also subjected to meta-analysis. The Statistical

Analysis System (SAS 2006) Version 9.1 for Windows

was used for all analyses described below.

Magnitude of weighted difference between

ELF-EMF-exposed and controls (E–C)

The existence of variability in the data obtained from

one experiment to another experiment and from one

laboratory to another laboratory is well known. One

of the goals of the meta-analysis was to take this

variability into consideration to summarize the

descriptive data. Fixed-effects models described by

Lipsey and Wilson (2001) were first used to calculate

the magnitude of difference between ELF-EMF-

exposed and control (E–C). These models assume a

single ‘fixed’ effect that every study will approximate

within each sub-group. This conservative approach

provides very ‘narrow’ confidence intervals (CI) and

is more likely to find significant differences between

ELF-EMF-exposed and control groups (as com-

pared with random effects models which yield

‘wider’ CI and would not find such differences).

Furthermore, the variability in the results obtained

from different experiments and from different

laboratories was taken into consideration to provide

a ‘weight’ which is based on the sample size and

variance in ELF-EMF-exposed and controls in each

publication (Lipsey and Wilson 2001). Separate

statistical analyses were performed for each geno-

toxicity end-point because of the differences in their

standardized units and for the interpretation of the

units. The method used to obtain a quantitative

estimate of E–C was described in detail in the

supplementary information provided in an earlier

publication (Vijayalaxmi and Prihoda 2008).

Effect size (ES) or standardized mean difference (d)

Another method regularly used in the meta-analysis

is to determine ‘unit-less’ measures called ‘effect

size’ (ES) between ELF-EMF-exposed and controls

in each publication and for each endpoint. The ES

was calculated using the random-effects models

suggested by Hunter and Schmidt (2004). These

models are recommended by the National Research

Council (1992) and are more accurate than the

traditional random effects models, and have several

advantages: they allow for the possibility that p values

vary from one study to another, make fewer

assumptions, are more conservative, and use weight-

ing by sample size (which is critical for meta-

analysis). The method also corrected for ‘bias’ in

the estimated ES and provided ‘weights’ for the data

in each publication. The method used to obtain the

ES was described in detail in the supplementary

information provided in an earlier publication

(Vijayalaxmi and Prihoda 2008).

Multiple regression analysis

The meta-analysis considered the influence of several

sub-groups in ELF-EMF exposure characteristics on

each end-point. The % contribution of each sub-

group for the outcomes in E–C and ES were

examined using the standard output of weighted

multiple regression analysis with adjustments for

meta-analysis as described in Hedges and Olkin

(1985). Nine predictor variables in ELF-EMF

exposure characteristics [ELF-EMF frequency sub-

groups (�50 Hz and �60 Hz) as 1 predictor vari-

able; flux density sub-groups (0.0–0.5 mT,4 0.5–

1.0 mT,4 1.0–5.0 mT, 55 mT and occupationally

exposed individuals) as four predictor variables; inter-

action of Hz and flux density as four predictor variables],

adjusted for each other, provided ‘weighted’ regres-

sion coefficients and sums of squares for E–C

(Lipsey and Wilson 2001) and for ES (Hunter and

Schmidt 2004). The weighted regression coefficients

and sums of squares for each predictor variable, for

residual variability and for total variability in the

regression were obtained from SAS software (SAS

2006). The standard error (SE) of these regression

coefficients from SAS was adjusted (Hedges and

Olkin 1985) for the weighted meta-analysis of
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sub-group effects. The % variance due to the

predictor variables was calculated from each of the

weighted sums of squares as % of their total. The %

contribution of each sub-group to the effect/outcome

observed on E–C and ES on each genotoxicity end-

point was estimated. The interaction effects are to

test if the effect of Hz is the same or different at

different flux densities. If there was no interaction,

then the effect of Hz would be the same regardless of

the flux density.

Heterogeneity

The meta-analysis considered several related studies.

The degree of heterogeneity among the results from

such studies can influence the overall conclusions.

This was examined in the weighted multiple regres-

sion analysis (Hedges and Olkin 1985) using the

random error for testing heterogeneity of effects to

verify the validity of the models used for both E–C

and ES. The residual weighted sums of squares were

used in the Chi-square ‘goodness of fit’ hypothesis

with appropriate degrees of freedom (Hedges and

Olkin 1985). When the hypothesis was not rejected,

the regression model was considered as adequate.

Also, when the goodness of fit gave significant

results, the data indicated heterogeneity in E–C

and ES values obtained for each end-point, i.e.,

factors which were not considered in this meta-

analysis had an influence on the differences between

ELF-EMF-exposed and control conditions. Such

data were further examined: (i) to explain which sub-

group ELF-EMF exposure characteristic contributed

to the heterogeneity, (ii) to compare minimum and

maximum effects with those in controls, and (iii)

interpret the magnitude of heterogeneity.

Publication ‘bias’

Publication ‘bias’ refers to the fact that studies with

statistically significant results, even with small

sample size, are more likely to be published than

those without statistically significant results (Dick-

ersin 1990). When the data with ‘no’ publication bias

were presented in a Figure, studies with small sample

size would have the same mean ES (as in those with

large sample size) but, indicate a greater variability

with wider dispersion of low and high ES values

around the mean ES. In contrast, if there is a

publication bias, the smaller ES in studies with small

sample size would be disproportionately absent since

such studies will fail to accomplish statistical

significance (p5 0.05). Sterne and Egger (2001)

have suggested that the graphs/figures to represent

publication bias should generally use standard error

(SE) as the measure of study/sample size for the

vertical axis. Hence, this method was used to

assess the publication bias in ELF-EMF research

investigations.

Historical database

To provide a proper perspective in the evaluation of

potential ‘adverse’ effects of ELF-EMF exposure, the

genotoxicity indices reported in ELF-EMF research

investigations were compared with the ‘spontaneous’

indices in normal cells published in a large historical

database. A simple descriptive meta-analysis was

performed by pooling the spontaneous incidence of

CA, MN or SCE reported in normal cells in several

studies in which large sample size was used (Lloyd

et al. 1980, Vijayalaxmi and Evans 1982, Fenech and

Morley 1985, Obe 1986, Rudd et al. 1988, Bender

et al. 1988, 1989, 1992, Bonassi et al. 1995, 2001,

Bolognesi et al. 1997, Stephan and Pressl 1999,

Fenech et al. 2003, Hagmar et al. 2004, Neri et al.

2005, Rossner et al. 2005) and weighted by the

sample size and variance. The spontaneous indices

obtained for each end-point was compared with

those in ELF-EMF-exposed and controls in the

meta-analysis database.

Results

There were a total of 87 peer-reviewed scientific

publications during 1990–2007 (Tables I and II).

The geographical distribution showed that a great

majority of the publications were from Europe

followed by the USA: consequently, large numbers

of investigations were conducted using ELF-EMF

exposure at 50 Hz. Only two studies have compared

the effect of two different frequencies (32 Hz and

50 Hz, and 50 Hz and 60 Hz). With respect to flux

density, 1 mT was predominantly used by the

researchers. Other studies compared the effect of

more than one flux density. Seven studies were

conducted in human volunteers exposed to ELF-

EMF. Investigations were conducted both in vitro

and in vivo conditions in humans and experimental

animals. The issue related to epigenetic effects of

ELF-EMF exposure (+ physical and chemical

mutagens) was addressed in vitro using human and

rodent cells and the observations were reported in a

total of 33 publications. A great majority of the

researchers have used only one genotoxic end-point

while 4 studies have compared the data obtained in

all four different end-points. Twenty five different

tissue/cell types have been used to examine the effect

of ELF-EMF exposure.

DNA single- and double-strand breaks

The results of the meta-analysis of the weighted mean

E–C for SBM and SBR, presented in Table III,
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Table II. Publications characteristics.

Year: 1990 – 2; 1991 – 4; 1992 – 1; 1993 – 7; 1994 – 3; 1995 – 6; 87

1996 – 2; 1997 – 9; 1998 – 4; 1999 – 7; 2000 – 5; 2001 – 7;

2002 – 5; 2003 – 7; 2004 – 5; 2005 – 8; 2006 – 2; 2007 – 3

Countries: Austria – 5; Belgium – 2; Canada – 2; Egypt – 1; Finland – 2; 87

France – 1; Germany – 6; India – 3; Italy – 24; Japan – 7; Jordan – 2;

Mexico – 1; New Zealand – 1; Norway – 2; Poland – 3; South Korea – 1;

Spain – 2; Sweden – 7; Turkey – 2; UK – 2; USA – 11.

ELF-EMF frequencies: 16 Hz – 1; 50 Hz – 65; 60 Hz – 16; 100 Hz – 1; 4400 Hz – 2; 87

32 and 50 Hz – 1; 50 and 60 Hz – 1

Flux density: 1 Flux density – 54; 2 different flux densities – 6; 3 different flux densities – 14; 87

0.0–45.0 mT 4 different flux densities – 1; 5 different flux densities – 3;

6 different flux densities – 1; 8 different flux densities – 1; Occupational – 7;

Studies:

In vitro-Human; In vitro-Rodent;

In vivo-Human; In vivo-Rodent

1 study – 78; 2 different studies – 8; 4 different studies – 1 87

In vitro-Human+Mutagen;

In vitro-Rodent+Mutagen

In vivo-Rodent+Mutagen

Genotoxicity end-points: 1 end-point – 72; 2 different end–points – 11; 3 different end–points – 2; 87

DNA strand breaks; Chromosomal aberrations 4 different end–points – 2

Micronuclei; Sister chromatic exchanges

Cell types (*): 1 cell type only – 79; 2 different cell types – 5; 3 different cell types – 2; 87

6 different cell types – 1

(*): Freshly collected and cultured human cells: Human amniotic cells; Human blood lymphocytes; Human blood neutrophils; Human

glioma cells; Human lymphoblastoid cells; Human melanocytes; Human monocytes; Human skeletal muscle cells; Human skin fibroblasts;

Human tumor cells. (*): Freshly collected and cultured rodent cells: Chinese hamster lung cells; Chinese hamster ovary cells; Mouse blood

lymphocytes; Mouse bone marrow cells; Mouse brain cells; Mouse liver cells; Mouse red blood cells; Mouse skin cells; Rat brain cells; Rat

blood lymphocytes; Rat bone marrow cells; Rat granulosa cells; Rat lung cells; Rat skin fibroblasts; Syrian hamster embryo cells.

Table I. List of ELF-EMF publications in chronological order.

# First author Year # First author Year # First author Year

1 Frazier 1990 30 Lai 1997b 59 McNamee 2002

2 Garcia-Sagredo 1990 31 Scarfi 1997a 60 Nakahara 2002

3 Garcia-Sagredo 1991 32 Scarfi 1997b 61 Robison 2002

4 Khalil 1991 33 Scarfi 1997c 62 Zeni 2002

5 Livingston 1991 34 Singh 1997 63 Cho 2003

6 Scarfi 1991 35 Simko 1998a 64 Ding 2003

7 Fiorani 1992 36 Simko 1998b 65 Hone 2003

8 Ciccone 1993 37 Singh 1998 66 Ivancsits 2003a

9 Hintenlang 1993 38 Svedenstal 1998 67 Ivancsits 2003b

10 Khalil 1993 39 Ahuja 1999 68 Pasquini 2003

11 Scarfi 1993 40 Pacini 1999 69 Verheyen 2003

12 Skyberg 1993 41 Scarfi 1999 70 Lai 2004

13 Valjus 1993 42 Simko 1999 71 Lloyd 2004

14 Zwingelberg 1993 43 Svedenstal 1999a 72 Stronati 2004

15 Fairbairn 1994 44 Svedenstal 1999b 73 Testa 2004

16 Nordenson 1994 45 Yaguchi 1999 74 Zmyslony 2004

17 Scarfi 1994 46 Kindzelskii 2000 75 Ivancsits 2005

18 Antonopoulos 1995 47 Maes 2000 76 Luceri 2005

19 Cantoni 1995 48 Miyakoshi 2000 77 McNamee 2005

20 d’Ambrosio 1995 49 Yaguchi 2000 78 Moratti 2005

21 Galt 1995 50 Zmyslony 2000 79 Scarfi 2005

22 Paile 1995 51 Abramsson-Zetterberg 2001 80 Winker 2005

23 Tofani 1995 52 Heredia-Rojas 2001 81 Wolf 2005

24 Cantoni 1996 53 Jajte 2001 82 Yokus 2005

25 Okonogi 1996 54 Nordenson 2001 83 Udroiu 2006

26 Ahuja 1997 55 Othman 2001 84 Villarini 2006

27 Jacobson-Kram 1997 56 Simko 2001 85 Erdal 2007

28 Lagroye 1997 57 Skyberg 2001 86 Miyakoshi 2007

29 Lai 1997a 58 Ivancsits 2002 87 Wahab 2007
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indicated significant increases in mean+SE values

in ELF-EMF-exposed as compared with controls

(p5 0.001). There were no significant differences

between ELF-EMF-exposed and control groups for

SBR at �60 Hz and at4 1.0 mT (p40.05). The

weighted mean E–C for SBM and SBR ranged

between 0.35 and 4.4 and 70.08 and 3.83, respec-

tively. Also, see Table X for further results. A

significantly increased ES was evident for SBM at all

exposure conditions (Hz and flux densities, p5 0.05).

Similarly, a significantly increased ES was evident for

SBR at Hz and flux, �50 Hz and 40.5–1.0 mT

(p5 0.05). On the other hand, a significantly

decreased (negative) effect was observed for SBR at

�60 Hz (p5 0.05) while the effect was not significant

at 0.0–0.5 mT and 41.0 mT flux densities.

Chromosomal aberrations

The results of the meta-analysis of the weighted

mean E–C for CA, presented in Table IV, indicated

significant increases in mean+SE values in ELF-

EMF-exposed as compared with controls (p5 0.01);

the only exception was at the flux density of

45.0 mT (p4 0.05). The weighted mean E–C for

CA ranged between 0.12 and 0.89 (i.e., an increase

of 51.0 CA in 100 ELF-EMF exposed cells). Also,

see Table X for further results. The ES for CA was

significant at all exposure conditions (Hz and flux

densities, p5 0.01), the only exception being at flux

density 0.0–0.5 mT.

Micronuclei

A majority of investigators in ELF-EMF research

have used MN as a genotoxicity end-point to assess

the damage. Consequently, the consolidated sample

size is the largest among all of the end-points

investigated, as given in Table V. The results of the

meta-analysis of the weighted mean E–C for MN,

indicated significant increase in mean+SE values in

ELF-EMF-exposed as compared with controls

(p5 0.05) at all exposure conditions; the only

exception was in cells from occupationally exposed

individuals. The weighted mean E–C for MN ranged

between 0.07 and 3.71 (i.e., 54.0 MN in 1000

ELF-EMF-exposed cells). Also, see Table X for

further results. The ES for MN was significant at all

Table III. Meta-analysis of the pooled E-Ca and ESb data for DNA strand breaks evaluated as comet tail length in microns (SBM) and comet

tail moment expressed as ratio (SBR).

End ELF-EMF
Pooled data E–C ES

Point Exposure Group N Mean (SD) Total N Mean (SE) Mean (SE)

SBM Hz and Flux Control 545 4.8 (5.8)

ELF-EMF-exposed 544 2.8 (10.9) 1089 1.07 (0.06)*** 0.81 (0.08)***

SBM �50 Hz Control 95 1.0 (3.8)

ELF-EMF-exposed 94 0.8 (4.3) 189 0.81 (0.06)*** 1.34 (0.21)***

SBM �60 Hz Control 450 30.9 (6.1)

ELF-EMF-exposed 450 42.9 (11.8) 900 3.34 (0.18)*** 0.73 (0.08)***

SBM 0.0–0.5 mT Control 269 6.0 (7.7)

ELF-EMF-exposed 268 2.1 (15.2) 537 0.35 (0.07)*** 1.32 (0.12)***

SBM 40.5–1.0 mT Control 132 13.5 (2.9)

ELF-EMF-exposed 132 14.3 (3.2) 264 0.57 (0.25)*** 0.26 (0.14)*

SBM 41.0–5.0 mT Control 108 2.6 (2.7)

ELF-EMF-exposed 108 5.6 (2.7) 216 1.39 (0.15)*** 0.50 (0.16)***

SBM 45.0 mT Control 36 1.7 (1.1)

ELF-EMF-exposed 36 6.4 (1.1) 72 4.40 (0.15)*** 1.84 (0.45)***

SBR Hz and Flux Control 1575 3.8 (0.8)

ELF-EMF-exposed 1575 5.4 (3.4) 3150 2.68 (0.00)*** 0.57 (0.04)***

SBR �50 Hz Control 1305 3.9 (0.9)

ELF-EMF-exposed 1305 5.7 (3.8) 2610 2.74 (0.00)*** 0.75 (0.05)***

SBR �60 Hz Control 270 0.8 (0.3)

ELF-EMF-exposed 270 0.7 (0.3) 540 70.08 (0.01) ns 70.21 (0.10)*

SBR 0.0–0.5 mT Control 187 3.5 (0.4)

ELF-EMF-exposed 187 8.8 (0.9) 374 3.83 (0.01)*** 70.21 (0.14) ns

SBR 40.5–1.0 mT Control 1274 3.9 (0.9)

ELF-EMF-exposed 1274 5.0 (3.8) 2548 2.61 (0.00)*** 0.71 (0.05)***

SBR 41.0–5.0 mT Control 104 0.4 (0.3)

ELF-EMF-exposed 104 0.4 (0.3) 208 0.00 (0.01) ns 70.01 (0.16) ns

SBR 45.0 mT Control 10 1.8 (1.5)

ELF-EMF-exposed 10 2.1 (1.4) 20 0.30 (0.27) ns 0.17 (0.61) ns

aE–C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect

size. N: Sample size (i.e., number of experimental units); SD: Standard Deviation; SE: Standard Error; *p50.05, **p5 0.01,

***p50.001; ns: Not significant.
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exposure conditions (Hz and flux densities,

p5 0.001), the only exception, again, was in cells

from occupationally exposed individuals.

Sister chromatid exchanges

The results of the meta-analysis of the weighted

mean E–C for SCE, presented in Table VI, indicated

significant increase in mean+SE values in ELF-

EMF-exposed as compared with controls (p5 0.05);

the exceptions were at 41.0–5.0 mT flux density

and in cells from occupationally exposed individuals.

The weighted mean E–C for SCE ranged between

70.06 and 1.42 (i.e., 52.0 SCE/cell in the ELF-

EMF-exposed group). Also, see Table X for further

results. The ES values for SCE were not significant

at all exposure conditions (p4 0.05).

Epigenetic investigations

The pooled data for different exposure groups, E–C

and ES, are presented in Table VII. The E–C data

Table IV. Meta-analysis of the pooled, E–Ca and ESb data for chromosomal aberrations/100 cells (CA).

End ELF-EMF
Pooled data E–C ES

Point Exposure Group N Mean (SD) Total N Mean (SE) Mean (SE)

CA Hz and Flux Control 262 3.4 (0.9)

ELF-EMF-exposed 344 4.7 (1.7) 606 0.61 (0.03)*** 0.67 (0.10)***

CA �50 Hz Control 170 1.7 (0.8)

ELF-EMF-exposed 252 1.6 (1.9) 422 0.22 (0.07)*** 0.59 (0.11)***

CA �60 Hz Control 92 4.5 (0.9)

ELF-EMF-exposed 92 5.4 (0.9) 184 0.74 (0.04)*** 0.91 (0.19)***

CA 0.0–0.5 mT Control 48 0.5 (0.8)

ELF-EMF-exposed 48 0.8 (0.8) 96 0.12 (0.09)** 0.33 (0.24) ns

CA 40.5–1.0 mT Control 43 4.4 (1.0)

ELF-EMF-exposed 43 4.7 (1.1) 86 0.31 (0.07)*** 0.96 (0.27)***

CA 41.0–5.0 mT Control 75 4.1 (0.4)

ELF-EMF-exposed 75 5.6 (1.6) 150 0.88 (0.04)*** 1.49 (0.24)***

CA 45.0 mT Control 16 0.8 (0.4)

ELF-EMF-exposed 16 1.2 (4.1) 32 0.89 (0.50) ns 1.30 (0.45)**

CA Occupational Control 80 2.1 (1.1)

ELF-EMF-exposed 162 1.9 (1.7) 242 0.52 (0.19)*** 0.37 (0.13)**

aE–C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect

size; N: Sample size (i.e., number of experimental units); SD: Standard Deviation; SE: Standard Error; *p50.05, **p5 0.01,

***p50.001; ns: Not significant. The indices reported in the historical database: CA – mean 1.5/100 cells (SD¼ 3.7, n¼ 15,594).

Table V. Meta-analysis of the pooled, E–Ca and ESb data for micronuclei/1000 cells (MN).

End ELF-EMF
Pooled data E–C ES

Point Exposure Group N Mean (SD) Total N Mean (SE) Mean (SE)

MN Hz and Flux Control 828 9.5 (3.8)

ELF-EMF-exposed 832 10.1 (4.3) 1660 0.31 (0.02)*** 0.66 (0.06)***

MN �50 Hz Control 780 9.6 (3.9)

ELF-EMF-exposed 784 10.1 (4.4) 1564 0.31 (0.02)*** 0.64 (0.06)***

MN �60 Hz Control 48 8.2 (2.6)

ELF-EMF-exposed 48 9.2 (3.3) 96 1.45 (0.36)** 1.06 (0.27)***

MN 0.0–0.5 mT Control 187 10.7 (4.9)

ELF-EMF-exposed 187 10.4 (4.9) 374 0.07 (0.02)* 0.47 (0.13)***

MN 40.5–1.0 mT Control 392 5.8 (3.5)

ELF-EMF-exposed 396 7.7 (3.9) 788 0.90 (0.06)*** 0.63 (0.09)***

MN 41.0–5.0 mT Control 137 5.5 (2.5)

ELF-EMF-exposed 137 8.8 (4.6) 274 3.71 (0.14)*** 0.86 (0.16)***

MN 45.0 mT Control 85 5.1 (0.9)

ELF-EMF-exposed 85 8.0 (1.3) 170 2.47 (0.15)** 1.61 (0.26)***

MN Occupational Control 27 11.0 (7.0)

ELF-EMF-exposed 27 11.5 (7.1) 54 0.50 (1.92) ns 0.07 (0.28) ns

aE–C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect

size; N: Sample size (i.e., number of experimental units); SD: Standard Deviation; SE: Standard Error; *p50.05, **p5 0.01,

***p50.001; ns: Not significant. The indices reported in the historical database: MN – mean 9.0/1000 cells (SD¼8.0, n¼8,667).
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for SBM, SBR, CA and SCE indicated no significance

differences between ELF-EMF-exposure alone and

control groups while the data for MN showed a

significant increase in the former group as compared

with the latter (p50.001). As expected, treatment

with mutagen alone had significantly increased

indices for all end-points (p50.001). A comparison

between mutagen alone and ELF-EMFþmutagen

treatment indicated significantly increased E–C for

SBM, SBR, and SCE and non-significant effect for

CA and MN; similar comparison of ES data indicated

a significant effect for CA (p50.01).

Table VI. Meta-analysis of the pooled, E–Ca and ESb data for sister chromatid exchanges/cell (SCE).

End ELF-EMF
Pooled data E–C ES

Point Exposure Group N Mean (SD) Total N Mean (SE) Mean (SE)

SCE Hz and Flux Control 223 7.3 (1.6)

ELF-EMF-exposed 232 6.2 (1.5) 455 0.70 (0.03)*** 0.10 (0.11) ns

SCE �50 Hz Control 140 6.3 (1.7)

ELF-EMF-exposed 150 7.1 (1.6) 290 1.15 (0.04)*** 0.03 (0.13) ns

SCE �60 Hz Control 83 7.6 (1.4)

ELF-EMF-exposed 82 4.8 (1.2) 165 0.14 (0.05)** 0.24 (0.18) ns

SCE 0.0–0.5 mT Control 70 10.0 (1.8)

ELF-EMF-exposed 69 7.7 (1.7) 139 0.14 (0.12)* 0.16 (0.20) ns

SCE 40.5–1.0 mT Control 34 4.4 (1.7)

ELF-EMF-exposed 34 4.6 (1.8) 68 0.16 (0.05)* 0.27 (0.31) ns

SCE 41.0–5.0 mT Control 58 4.7 (1.8)

ELF-EMF-exposed 60 5.0 (1.7) 118 70.06 (0.13) ns 0.02 (0.22) ns

SCE 45.0 mT Control 13 6.1 (0.8)

ELF-EMF-exposed 14 7.2 (0.2) 27 1.42 (0.05)* 70.13 (0.45) ns

SCE Occupational Control 48 6.9 (1.0)

ELF-EMF-exposed 55 6.4 (0.9) 103 0.04 (0.18) ns 0.07 (0.20) ns

aE–C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect

size; N: Sample size (i.e., number of experimental units); SD: Standard Deviation; SE: Standard Error; *p5 0.05, **p50.01, ***p50.001;

ns: Not significant. The indices reported in the historical database: SCE – mean 7.6/cell (SD¼1.6, n¼ 4,576).

Table VII. Meta-analysis of the pooled, E–Ca and ESb for DNA strand breaks evaluated as comet tail length in microns (SBM) and comet

tail moment expressed as ratio (SBR), chromosomal aberrations/100 cells (CA), micronuclei/1000 cells (MN) and sister chromatid

exchanges/cell (SCE) in epigenetic investigations.

End ELF-EMF
Pooled data E–C ES

Point Exposure Group N Mean (SD) Total N Mean (SE) Mean (SE)

SBM Hz and Flux Control 104 0.8 (11.6)

SBM Hz and Flux ELF-EMF alone 106 0.2 (17.7) 210 70.07 (0.07) ns (a) 1.72 (0.20)*** (a)

SBM Hz and Flux Mutagen alone 96 12.9 (14.1)

SBM Hz and Flux ELF-EMF þ Mutagen 111 28.0 (18.7) 195 4.63 (0.76)*** (b) 0.31 (0.16)* (b)

SBR Hz and Flux Control 90 0.3 (0.6)

SBR Hz and Flux ELF-EMF alone 90 0.2 (0.6) 180 70.01 (0.01) ns (a) 0.17 (0.20) ns (a)

SBR Hz and Flux Mutagen alone 90 2.8 (1.0)

SBR Hz and Flux ELF-EMF þ Mutagen 90 1.8 (0.9) 180 0.27 (0.03)*** (b) 0.48 (0.21)* (b)

CA Hz and Flux Control 55 1.3 (2.9)

CA Hz and Flux ELF-EMF alone 55 0.9 (2.9) 110 70.09 (0.07) ns (a) 0.33 (0.25) ns (a)

CA Hz and Flux Mutagen alone 55 5.5 (8.1)

CA Hz and Flux ELF-EMF þ Mutagen 55 4.2 (9.0) 110 0.16 (0.11) ns (b) 0.61 (0.27)* (b)

MN Hz and Flux Control 360 5.4 (5.6)

MN Hz and Flux ELF-EMF alone 360 11.5 (4.9) 720 4.50 (0.10)*** (a) 0.57 (0.10)*** (a)

MN Hz and Flux Mutagen alone 365 14.6 (12.6)

MN Hz and Flux ELF-EMF þ Mutagen 346 12.5 (13.9) 711 70.22 (0.13) ns (b) 70.01 (0.10) ns (b)

SCE Hz and Flux Control 36 3.7 (0.5)

SCE Hz and Flux ELF-EMF alone 36 3.8 (0.6) 72 0.16 (0.08) ns (a) 0.25 (0.31) ns (a)

SCE Hz and Flux Mutagen alone 36 7.3 (1.4)

SCE Hz and Flux ELF-EMF þ Mutagen 36 11.1 (1.3) 72 1.46 (0.13)** (b) 0.59 (0.35)* (b)

aE–C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect

size; N: Sample size (i.e., number of experimental units); SD: Standard Deviation; SE: Standard Error; *p50.05, **p5 0.01,

***p50.001; ns: Not significant. (a): Difference between control and ELF-EMF exposure alone; (b): Difference between Mutagen

treatment alone and ELF-EMF þ Mutagen treatment.
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Multiple regression analysis

The multiple regression analysis data for E–C and

ES, and % contribution of Hz and flux density as

well as their interaction on each end-point are

presented in Table VIII. The details of the significant

effects for the multiple regression analyses are given

in Table IX.

The overall % contribution to the variability

observed in E–C and ES for all end-points due to

Hz groups and flux density groups were of smaller

magnitude as compared with that obtained for

goodness of fit data given in the last column of

Table VIII. Nonetheless, some of them were

significant (p5 0.05) and are explained in detail by

the regression coefficients given in Table IX.

The variability in E–C for SBM, CA, MN and

SCE due to Hz groups is not statistically significant

(p4 0.05) while that for SBR is significant

(p5 0.001). For all end-points, the variability in E–

C due to flux density groups is statistically significant

(p5 0.01). The interaction between Hz and flux

density groups was also significant for all endpoints

(p5 0.01) except for SCE which was not statistically

significant. On the other hand, the variability in ES

due to Hz and flux density groups are statistically

significant for some endpoints, significant for Hz

groups with SBR and CA (p5 0.05) and significant

for flux density groups with SBM, CA, and MN

(p5 0.01) . Similarly, the interaction between Hz

and flux density groups was significant for only SBM

and CA (p5 0.05). The detailed explanation for the

coefficients which are significant in multiple regres-

sion analysis for the Hz and flux density groups and

their interaction for E–C and ES values are presented

in Table IX (the data in parenthesis describes the

change due to Hz or flux density+SE as well as

their interaction).

Heterogeneity

The data for goodness of fit presented in the last

column of Table VIII indicated that for each end-

point (except SCE), random error accounted for a

maximum variability (heterogeneity) observed in

E–C values (p5 0.01). For ES values however,

random error accounted for a significant amount of

variability in SBM and CA (p5 0.05). When the

goodness of fit showed a significant value (p5 0.05),

the indication was that factors other than the

ELF-EMF exposure characteristics are needed to

explain more of the variability. The detailed explana-

tion for these heterogeneity effects are described in

Table X.

For SBM, the residuals for 18 out of 84 effects

(21.4%) were outside the normal range, and this is

due to the fact that 100% of these effects were from

the studies that used longer electrophoresis duration.

For SBR, the residuals for 95 out of 228 effects

(41.7%) were outside the normal range, and 94.3%

(90 of 95) of these effects were found to be from the

studies that used the ‘tail factor’ method of assess-

ment of DNA strand breaks. This leaves only five of

228 (2.2%) residuals outside of the normal range for

SBR which is below the expected 5%. The effects for

MN (1 out of 130, 0.8%) and SCE (0 out of 44,

0.0%) which are outside the normal range were

found to be very few and the indices for these end-

points were within the mean+ 2 SD observed in the

historical database. Thus, the magnitude of hetero-

geneity for MN and SCE endpoints were small

although they were not totally explained by Hz and/

or flux density groups and their interaction alone.

The E–C multiple regression data obtained for CA

indicated six of the 36 effects (16.7%) were larger

than control meanþ 2 SD (outside the expected

normal range). These 16.7% effects were mainly due

Table VIII. Multiple regression analysis of the effects of ELF-EMF exposure characteristics on E–Ca and ESb observed for each genotoxicity

end-point. The data in the last column (goodness of fit) indicates unexplained variance. The multiple regression coefficients for significant

effects (p50.05) are described in detail in Table IX.

Percentage contribution due to

End-point

Number of

effects examined Hz groups Flux groups

Hz and Flux

groups interaction

Regression

‘goodness of fit’

SBM E-C 84 0.11 21.26*** 0.54*** 78.09***

SBR E-C 228 1.27*** 0.00*** 0.65*** 98.09***

CA E-C 36 0.27 8.28** 3.49*** 87.96***

MN E-C 130 0.19 6.66*** 0.65** 92.51**

SCE E-C 44 0.77 23.67*** 1.55 74.01

SBM ES 84 0.15 13.01*** 2.25* 84.59*

SBR ES 227 5.7*** 0.23 0.72 93.35

CA ES 36 3.34* 11.74** 8.91** 76.00**

MN ES 130 0.29 4.52*** 1.16 94.03

SCE ES 42 13.50 17.99 14.43 54.08

aE–C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect

size; *p5 0.05, **p50.01, ***p50.001; ns: Not significant.
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to two effects which were explained in Table IX: (i)

When the cells were exposed to 41.0–5.0 mT flux

density (0.56+ 0.09 in main effects) and (ii) when

there was an interaction effect of �50 Hz exposure at

45.0 mT (6.4+ 1.91). Thus, exposure of the cells

to 41.0–5.0 mT flux density (2 of 10 or 20% of the

effects) and �50 Hz at 45.0 mT flux density (1 of 3

or 33% of the effects) resulted in an abnormally high

incidence of CA. The remaining three large effects,

when averaged in with 10 other effects in the same

category resulted in a non-significant and small

multiple regression effect for E-C. These three large

effects could not be explained by Hz and flux

density.

Publication bias

The publication bias was graphically presented in

Figure 1. Although there were a total of 87

publications, some investigators have examined one

Table IX. Detailed explanation for the E–Ca and ESb coefficients which are significant in multiple regression analysis data in Table VIII. The

data in parenthesis, [ ], describes the change due to Hz or flux (standard error).

Endpoint

Exposure effect on

E–C or ES

E–Ca

or ESb Explanation

Main effects

MN �50 Hz E–C Effect of �50 Hz is larger than the effect of �60 Hz [0.91 (0.47), p 0.026].

SBM �50 Hz E–C Effect of �50 Hz is larger than the effect of �60 Hz [8.96 (5.48), p 0.050].

SBR �50 Hz E–C Effect of �50 Hz is larger than the effect of �60 Hz [2.70 (0.02), p50.001].

MN 0.0–0.5 mT E–C Effect of 0.0–0.05 mT is larger than 40.5–1.0 mT [2.37 (1.04), p 0.012].

SBM 0.0–0.5 mT E–C Effect of 0.0–0.05 mT is larger than 40.5–1.0 mT [2.37 (1.04), p5 0.001].

SBR 0.0–0.5 mT E–C Effect of 0.0–0.05 mT is smaller than 40.5–1.0 mT [2.37 (1.04), p5 0.001].

CA 41.0–5.0 mT E–C Effect of 41.0–5.0 mT is larger than 40.5–1.0 mT [0.56 (0.09), p50.001].

MN 41.0–5.0 mT E–C Effect of 41.0–5.0 mT is larger than 40.5–1.0 mT [4.34 (0.86), p50.001].

SCE 41.0–5.0 mT E–C Effect of 41.0–5.0 mT is smaller than 40.5–1.0 mT [70.30 (0.16), p 0.031].

MN 45.0 mT E–C Effect of 45.0 mT larger than is larger than 40.5–1.0 mT [1.56 (0.16), p50.001].

SCE 45.0 mT E–C Effect of 45.0 mT larger than is larger than 40.5–1.0 mT [1.54 (0.27), p50.001].

SBR �50 Hz ES Effect of �50 Hz is larger than the effect of �60 Hz [0.96 (0.15), p50.001].

CA 0.0–0.5 mT ES Effect of 0.0–0.5 mT is smaller than 40.5–1.0 mT [70.72 (0.38), p 0.028].

SBM 0.0–0.5 mT ES Effect of 0.0–0.5 mT is larger than 40.5–1.0 mT [1.19 (0.19), p5 0.001].

CA 41.0–5.0 mT ES Effect of 41.0–5.0 mT is larger than 40.5–1.0 mT [0.97 (0.45), p 0.015].

MN 41.0–5.0 mT ES Effect of 41.0–5.0 mT is larger than 41.0–5.0 mT [1.52 (0.62), p 0.007].

MN 45.0 mT ES Effect of 45.0 mT is larger than 41.0–5.0 mT[0.96 (0.27), p50.001].

CA Occupationally

exposed individuals

ES Effect of occupational exposure is smaller than 41.0–5.0 mT [70.64 (0.30), p 0.017].

MN Occupationally

exposed individuals

ES Effect of occupational exposure is smaller than 40.5–1.0 mT [70.58 (0.29), p 0.023].

Interaction of Hz and flux density.

CA 50 Hz and 45.0 mT E–C Effect of 45.0 mT over 40.05–1.0 mT is larger in 50 Hz than

in 60 Hz [6.40 (1.91), p5 0.001].

SBR 50 Hz and 45.0 mT E–C Effect of 45.0 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [72.53 (0.92), p 0.003].

MN 50 Hz and 0.0–0.5 mT E–C Effect of 0.0–0.5 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [73.21 (1.05), p 0.001].

SBM 50 Hz and 0.0–0.5 mT E–C Effect of 0.0–0.5 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [719.01 (5.48), p5 0.001].

SBR 50 Hz and 0.0– 0.5 mT E–C Effect of 0.0–0.5 mT over 40.5–1.0 mT is larger in 50 Hz than

in 60 Hz [1.60 (0.03), p5 0.001].

MN 50 Hz and 41.0–5.0 mT E–C Effect of 41.0–5.0 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [71.57 (0.87), p 0.036].

SBR 50 Hz and 41.0–5.0 mT E–C Effect of 41.0–5.0 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [71.57 (0.87), p5 0.001].

SBR 50 Hz and 0.0–0.5 mT ES Effect of 0.0–0.5 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [71.96+ 0.90, p 0.014].

CA 50 Hz and 41.0–5.0 mT ES Effect of 41.0–5.0 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [71.57+ 0.87, p 0.049].

MN 50 Hz and 41.0–5.0 mT ES Effect of 41.0–5.0 mT over 40.5–1.0 mT is smaller in 50 Hz than

in 60 Hz [71.57+ 0.87, p 0.011].

SBM 50 Hz and 41.0–5.0 mT ES Effect of 41.0–5.0 mT over 40.5–1.0 mT is larger in 50 Hz than

in 60 Hz [1.42+ 0.87, p 0.052].

aE-C: Magnitude of weighted difference between ELF-EMF-exposed and control groups based on sample size and variance; bES: Effect size;

SBM: DNA strand breaks evaluated as comet tail length in microns; SBR: DNA strand breaks evaluated as comet tail moment expressed as

ratio; CA: Chromosomal aberrations/100 cells; MN: Micronuclei/1000 cells; SCE: Sister chromatid exchanges/cell.
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or more end-points in several different ELF-EMF

exposure conditions. Consequently, the X-axis and

Y-axis in Figure 1 has several data points each

representing the ES value of one end-point indicat-

ing ‘near zero’ or ‘no’ effect in one ELF-EMF

exposure condition, respectively. The overall data

did not appear as ‘pyramid’ with the mean ES

approximately at the center with ‘negative’ and

‘positive’ publications (absence and presence of

significant differences between ELF-EMF-exposed

and controls). In contrast, the data were largely

‘skewed’ indicating the existence of a significant

publication bias (p5 0.001). The ‘skew’ was due to

large SE in studies with large ES values despite a

small mean E–C difference. Finally, since the meta-

analysis strongly suggested the presence of publica-

tion bias, the conclusions should be regarded as

‘tentative’. For example, there was only one instance

in which the cells which were exposed to �50 Hz at

45 mT exhibited the largest increase in CA; these

observations must be replicated. The practical reality

is that the data from diverse investigations were used

for meta-analysis and this needs to be accepted while

drawing final conclusions.

Table X. Heterogeneity in ELF-EMF exposure characteristics on the effects observed in the end-points investigated.

Number of E–C
ELF-EMF publications

End-point effects examined (N) Sample size Controls Controls (C) ELF-exposed (E)

SBM Mean 545 4.76 2.83

SD 5.78 10.91

Upper limit* 11.56

E–C Range** 84 71.2 to 105.0 (18 of 84¼ 21.4%)

100% (of 21.4%) studies used longer

electrophoresis duration

SBR Mean 1575 3.80 5.39

SD 0.82 3.43

Upper limit* 1.64

E–C Range** 228 75.3 to 12.5 (95 of 228¼ 41.7%)

75.3 to 12.5 (4 of 228¼1.8% below

the normal)

94.3% (of 41.7%) studies used tail

factor method

CA/100 cells Mean 262 3.43 4.66

SD 0.85 1.71

Upper limit* 1.70

E–C Range** 36 71.5 to 6.7 (6 of 36¼ 16.7%)

Historical Controls:

Mean (SD) 1.5 (3.7)

Upper limit* 7.40

E–C Range** 71.5 to 6.7 (0 of 36¼ 0.0%)

MN/1000 cells

Mean 828 9.55 10.07

SD 3.82 4.31

Upper limit* 7.64

E–C Range** 130 76.0 to 7.9 (1 of 130¼ 0.8%)

Historical Controls:

Mean (SD) 9.00 (8.00)

Upper limit* 16.00

E–C Range** 76.0 to 7.9 (0 of 130¼ 0.0%)

SCE/cell

Mean 223 7.33 6.15

SD 1.59 1.49

Upper limit* 2.18

E–C Range** 44 71.3 to 1.6 (0 of 44¼ 0.0%)

Historical Controls:

Mean (SD) 7.60 (1.60)

Upper limit* 3.20

E–C Range** 71.3 to 1.6 (0 of 44¼ 0.0%)

N: Number of E–C values examined in the multiple regression; *Upper limit is 26SD above control mean, i.e., 97.5 percentile; **E–C

range is the minimum and maximum for all E–C residual values (i.e., deviations from predictions) used in the multiple regression; SBM:

DNA strand breaks evaluated as comet tail length in microns; SBR: DNA strand breaks evaluated as comet tail moment expressed as ratio;

CA: Chromosomal aberrations/100 cells; MN: Micronuclei/1000 cells. SCE: Sister chromatid exchanges/cell.
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Comparison of meta-analysis data with those in historical

database for CA, MN and SCE

Several hundred reports were the published literature

(some were mentioned before) in which the in-

cidence of CA, MN and SCE in normal normal/

spontaneous cells were reported and the indices were

used as biomarkers to predict the carcinogenic

potential of exposure to genotoxic agents present in

our environment. The mean incidence (and the

range of values) for CA, MN and SCE reported for

freshly collected peripheral blood lymphocytes from

normal individuals in the historical database with

large sample size are as follows: CA – 1.5/100 cells

(SD 3.7; n¼ 15594); MN – 9.0/1000 cells (SD 8.0;

n¼ 8667); SCE – 7.6/cell (SD 1.6; n¼ 4576). The

maximum indices obtained in ELF-EMF-exposed

and control groups in the meta-analysis were similar

to the above indices in the historical database (with

very few exceptions).

Cytogenetic end-points as biomarkers for

cancer risk assessment

When the cells are exposed to genotoxic agents, the

primary lesions that are induced in the DNA are base

damage, single strand breaks, double strand breaks,

etc. Cells also have inherent mechanism(s) to repair

some or all of these lesions. The un-repaired and/or

mis-repaired lesions lead to the formation of CA,

MN and SCE (see below). The original technique

for the evaluation of DNA strand breaks in single

cells included embedding of cells in agarose, lysis

and electrophoresis; cells which were exposed to

gamma rays displayed a significant increase in the

length of DNA migration as compared with those

that were not irradiated (Ostling and Johanson

1984). Researchers in various laboratories have made

several modifications to the laboratory protocol used

for the comet assay (Singh et al. 1988, 1994, Olive

et al. 1990, Vijayalaxmi et al. 1992) and reported the

data in freshly collected and/or cultured rodent and

human cells exposed in vitro and in vivo the ELF-

EMF at various frequencies and flux densities.

Ivancsits et al. (2002, 2003a, 2003b, 2005) exposed

unsynchronized, continuously growing cultured ro-

dent and human cells to 50 Hz ELF-EMF at 0.02–

1.0 mT. The exposure period ranged from 1–24 h

after which the cells were used in the comet assay.

The comets were classified ‘visually’ into A, B, C, D

and E categories which were then subjected to

approximate transformation factors (weighted as

A6 2.5, B6 12.5, C6 30.0, D6 67.5 and

E6 97.5) to derive an ‘objective’ ‘tail factor’ (Diem

et al. 2002). Vijayalaxmi et al. (2006) expressed

concern over the presence and contribution of

‘confounding’ cells (in S-phase of the cell cycle and

Figure 1. Each data-point in the figure represents one effect from a group of ELF-EMF-exposed and control conditions, in one publication,

for one genotoxicity end-point. There were a total of 522 data-points (96 data-points 50 value, 49 data-points with 0 value and 377 data-

points 40 value). The effect size and the standard error are represented on X-axis and Y-axis, respectively. The ‘skewed’ publication bias is

due the investigations reporting ‘positive’ results (significant difference between ELF-EMF-exposed and control groups of cells) with large

standard error. Detailed explanation is given in the text.
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apoptosis) to the tail factor. It is imperative for future

researchers to include cell cycle analysis to determine

the numbers of cells in S-phase as well as enumera-

tion of apoptotic cells when the comet assay is

applied to unsynchronized, continuously growing

cells. So far, there has been no information on

human health hazard risk evaluation using the data

reported from DNA strand breaks (using the comet

assay), although the assay has been increasingly used

in recent years. It is worth mentioning the observa-

tions of the comet assay that was conducted in

regular genetic toxicology investigations in which

cells from eight different organs of mice treated with

208 chemicals (groups 1, 2A, 2B, 3 and 4) selected

from the carcinogenicity database of the Interna-

tional Agency for Research on Cancer and from the

U. S. National Toxicology Program were examined.

The results were compared with those obtained from

other genotoxicity end-points used for the assess-

ment of genetic damage, namely, Ames test in

bacterial tester strains, CA, MN and unscheduled

DNA synthesis. The overall conclusion was that no

single test was capable of detecting all relevant

genotoxic/carcinogenic agents and the recommenda-

tion was to conduct a battery of in vitro and in vivo

tests for genotoxicity (Sasaki et al. 2000).

The incidence of CA had been investigated for

several decades to monitor whole-body and environ-

mental exposures to genotoxic carcinogens. At the

molecular level, the spontaneous and/or induced

strand breaks in the DNA that remain un-repaired

and/or that undergo aberrant repair lead to the

formation of CA. The analysis CA is more refined in

recent years so that the cells in their first mitotic

metaphase only were examined since unstable

aberrations such as dicentric and ring chromosomes

are eliminated in successive cell divisions. At least

100 metaphases per sample were recommended for

detailed CA evaluations. However, not all research-

ers in ELF-EMF field appeared to have followed the

classification and recommendation. CA, as a bio-

marker to predict carcinogenic risk in humans, has

been systematically examined by several researchers.

The data from several studies have indicated that the

aberration frequencies were increased even prior to

the clinical manifestation of disease. Despite the fact

that CA analysis is time-consuming, it is the most

reliable biomarker to predict increased cancer risk in

humans (Tucker et al. 1997, Hagmar et al. 2004,

Bonassi et al. 2005, Norppa et al. 2006).

The existence of MN as a separate entity in a cell,

apart from the main nucleus, was known for decades

and the indices were widely used to monitor

occupational and environmental exposure to geno-

toxic agents. MN may contain portions of broken

chromosomes (clastogenic effect) or whole chromo-

somes which were not incorporated into daughter

cells during cell division due to spindle disruption

(aneugenic effect). Preliminary evidence has been

presented that an increased incidence of MN

predicts enhanced risk of cancer in humans (Bonassi

et al. 2007). An important suggestion has been made

to use fluorescence in situ hybridization techniques

to recognize the presence or absence of centromere

in order to explain the clastogenic or aneugenic effect

of the test agent, respectively. However, the presence

of broken chromosomal fragments with intact

centromere which gives the appearance of whole

chromosome in MN can not be ruled out.

SCE are cytological manifestation of consequences

of errors in DNA replication resulting in inter-

changes between the two chromatids of the same

chromosome at apparently homologous loci, possibly

at the replication fork itself (Painter 1980). Although

evaluation of SCE is generally considered a more

sensitive indicator of exposure to genotoxic agents,

their indices did not appear to have a predictive value

for human health risk assessment. Nonetheless, SCE

would remain a valuable end-point among the short-

term assay systems because of the sensitivity and less

effort is needed for their analysis, especially when the

exposed cells/subjects and their matched controls

were sampled simultaneously and scorer bias was

eliminated.

The epigenetic investigations are important since

in real life, people are exposed to a variety of

environmental insults simultaneously and/or sequen-

tially. Theoretically it may well be that ELF-EMF

exposure per se is not genotoxic, but such exposure

could enhance the cytogenetic damage induced by

other chemical and/or physical genotoxic agents (i.e.,

the influence of ELF-EMF exposure could be

epigenetic or non-genotoxic). Hence, this important

issue was addressed in a total of 33 ELF-EMF

investigations.

Considering the above discussion, it is note worthy

that the genotoxicity indices for SBM, SBR, CA,

MN and SCE obtained in the meta-analysis for ELF-

EMF-exposed and control groups were similar to the

‘spontaneous’ indices reported in the historical

database.

Perspectives from meta-analysis and

conclusions

Cytogenetic investigations are important since most

genotoxic agents are also carcinogens. Besides, the

epigenetic effect of some non-genotoxic agents can

contribute to the development of cancer by enhan-

cing the damage induced by known genotoxic

agents. It is clear from the above discussion that no

single genotoxic end-point, by itself, is capable of

providing a precise estimate of the genotoxic

potential and the consequent cancer risk from
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occupational and environmental agents (Sasaki

et al. 2000). Perhaps, the evaluation of CA is the

best among the end-points available for such

purpose. In order to protect the general public

and occupationally involved individuals, several

national and international organizations have sug-

gested guidelines for limiting exposure to ELF-

EMF. For both 50 Hz and 60 Hz, the guidelines for

the general public are 5 kV/m and 100 mT for

continuous exposure and 10 kV/m and 1000 mT for

short-term exposure; the guidelines for occupational

exposures are 10 kV/m and 500 mT for continuous

exposure and 30 kV/m and 5000 mT for short-term

exposures (ICNIRP 1998). Also, the guidelines for

residential and occupational exposures to 60 Hz are

10 kV/m and 1330 mT, and the standards for 50 Hz

are 12 kV/m and 1600 mT (NRPB 2001). These

standards are based on keeping the electric currents

induced by power frequency fields to 510 mA/m2.

Above these levels, evidence was presented for a

direct stimulation of neuronal and cardiac tissue.

When the investigations were conducted under

these recommended safety guidelines, the overall

genotoxicity indices obtained in the meta-analysis

were similar, in ELF-EMF-exposed and controls, to

those reported in historical database. It must be

pointed out that the meta-analysis focused on only

three specific ELF-EMF exposure characteristics,

and the multiple regression analysis and goodness

of fit did indicate that factors other than the three

ELF-EMF exposure characteristics are needed to

explain more of the variability reported in the

investigations. Since no single genotoxic end-point,

by itself, is capable of determining the genotoxic

potential and the consequent cancer risk from

occupational and environmental agents (Sasaki

et al. 2000, Bonassi et al. 2005), it is relevant to

include more than one genotoxicity end-point for

DNA damage assessment in future ELF-EMF

research investigations.
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The incidence of micronuclei was evaluated to assess the
induction of an adaptive response to non-ionizing radiofrequency
(RF) radiation in peripheral blood lymphocytes collected from
five different human volunteers. After stimulation with phyto-
hemagglutinin for 24 h, the cells were exposed to an adaptive
dose of 900 MHz RF radiation used for mobile communications
(at a peak specific absorption rate of 10 W/kg) for 20 h and then
challenged with a single genotoxic dose of mitomycin C (100 ng/
ml) at 48 h. Lymphocytes were collected at 72 h to examine the
frequency of micronuclei in cytokinesis-blocked binucleated
cells. Cells collected from four donors exhibited the induction of
adaptive response (i.e., responders). Lymphocytes that were pre-
exposed to 900 MHz RF radiation had a significantly decreased
incidence of micronuclei induced by the challenge dose of
mitomycin C compared to those that were not pre-exposed to
900 MHz RF radiation. These preliminary results suggested
that the adaptive response can be induced in cells exposed to
non-ionizing radiation. A similar phenomenon has been reported
in cells as well as in animals exposed to ionizing radiation in
several earlier studies. However, induction of adaptive response
was not observed in the remaining donor (i.e., non-responder).
The incidence of micronuclei induced by the challenge dose of
mitomycin C was not significantly different between the cells
that were pre-exposed and unexposed to 900 MHz RF radiation.
Thus the overall data indicated the existence of heterogeneity in
the induction of an adaptive response between individuals
exposed to RF radiation and showed that the less time-
consuming micronucleus assay can be used to determine whether
an individual is a responder or non-responder. g 2009 by Radiation

Research Society

INTRODUCTION

The phenomenon of adaptive response, analogous to
that found in Escherichia coli (1), has been well
documented in vitro and in vivo in human and rodent

cells. Freshly collected and/or cultured human and
animal cells that were exposed to an extremely small
adaptation dose of a genotoxic agent were found to be
less susceptible to the induction of genetic damage when
given a higher challenge dose of the same or similar
genotoxic agent. The induction of an adaptive response
was shown to be influenced by several factors, including
the dose used for adaptation, the dose rate (in the case of
ionizing radiation), the time between the adaptation and
challenge doses, and the stage of the cell cycle at which
the adaptation dose is delivered. The induction of an
adaptive response in these investigations was assessed
using several genotoxicity assays: DSBs, chromosomal
aberrations, micronuclei, sister chromatid exchange
(SCE) and mutations (2–18). Several hypotheses have
been proposed for the induction of an adaptive response,
including efficient repair of damaged DNA and a
possible role for the enzymes involved in the repair
processes of damaged DNA and protein synthesis (19–
23). Studies have also provided evidence that the
peripheral blood lymphocytes of some individuals in
the population exhibited an adaptive response (respond-
ers) while others did not (non-responders) (24–32). The
latter observations suggested that the induction of
adaptive response did not depend on transient physio-
logical parameters but rather on some stable genetic
constitutional traits.

Non-ionizing radiofrequency (RF) radiation in the
frequency range of 300 MHz to 300 GHz has a
significant and positive impact in modern society. A
multitude of devices that emit RF radiation are used in
medicine, in industry for heating, welding and sealing of
plastics and metals, and for a variety of military
purposes. A large increase in the number of people
exposed to RF radiation occurred with the introduction
of wireless communication services (handheld mobile
phones as well as the newer personal communication
devices that deliver voice, data and images). Conse-
quently, public attention has been drawn to the potential
for adverse human health effects from exposure to RF
radiation. Since the damage to the DNA in somatic cells
can lead to the development of cancer or to cell death
while changes in the DNA of germ cells can lead to
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e-mail: scarfi.mr@irea.cnr.it.
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mutations that can be transmitted to subsequent
generations, several researchers have investigated the
extent of genetic damage (assessed from DSBs, chro-
mosome aberrations, micronuclei, SCE, mutations) after
in vitro and in vivo exposure of prokaryotic and
eukaryotic cells to RF radiation. Vijayalaxmi and
Prihoda (33) conducted a meta-analysis of genotoxicity
data reported in 63 peer-reviewed scientific publications
during 1990–2005. The overall data indicated the
following: (1) The difference between RF-radiation-
exposed and sham-/unexposed control cells was small;
(2) in certain RF-radiation exposure conditions, there
was a significant increase in some end points but not in
all; (3) the mean indices for chromosome aberrations
and micronuclei in RF-radiation-exposed and sham-/
unexposed controls were within the spontaneous levels
reported in the historical database.

The phenomenon of the adaptive response was
investigated extensively using extremely small doses of
ionizing radiation where the dose itself did not induce
significantly increased genetic damage. The aim of this
study was to investigate whether non-ionizing RF
radiation exposure, given as an adaptation dose, renders
the cells refractory to the genetic damage induced by a
subsequent challenge dose with a known genotoxic
agent, mitomycin C. So far, there has been no such
information in the RF-radiation literature, and the
preliminary data are reported here. The induction of an
adaptive response in this preliminary investigation was
assessed in peripheral blood lymphocytes collected from
healthy human volunteers using the cytokinesis-block
micronucleus (MN) technique (34) mainly because the
assay is simple and less time-consuming and has been
suggested as a genotoxic end point in investigations
addressing the issues related to the induction of an
adaptive response (31).

MATERIALS AND METHODS

Reagents

RPMI 1640 tissue culture medium, fetal bovine serum (FBS) and
phytohemagglutinin (PHA-M form) were from BioWhittaker (Ver-
viers, Belgium); penicillin, streptomycin and L-glutamine were from
Gibco (Milan, Italy); cytochalasin B and mitomycin C (MMC) were
from Sigma (St. Louis, MO); dimethyl sulfoxide (DMSO), EDTA,
methanol, Giemsa, NH4Cl and KHCO3 were from Baker (Deventer,
The Netherlands). Entellan was from Merck (Darmstadt, Germany).
The same batches of culture reagents were used for all the
experiments.

Radiofrequency-Radiation Exposure System

The exposure system used was described in detail earlier (35, 36).
Briefly, it consisted of four wire patch cells (WPCs) placed in two
separate commercial incubators (Forma Scientific, model 311)
maintaining an average temperature of 36.9 ± 0.5uC and a humidified
atmosphere of 5% carbon dioxide and 95% air. Two WPCs were
assigned for RF-radiation exposure at an average specific absorption
rate (SAR) of 1.25 W/kg, corresponding to 10 W/kg, peak value. The

SAR used was considered as the worst-case scenario of maximum
local exposure in the head region in a mobile phone user and is well
above the safety guidelines recommended by international organiza-
tions (37, 38). The other two WPCs were used for sham exposure.
Metal grid boxes provided the shielding to avoid both electromagnetic
compatibility problems with the electronic system of the incubators
and interferences between WPCs. A four-channel power supply was
controlled entirely by a computer for the management of the power
inside the WPCs. The software was developed using LabVIEW 6.1
(National Instruments, Austin, TX) to provide a user-friendly system
interface. All data were recorded, coded and stored by this software in
a database (Microsoft Access 97) in real time. The code was broken
only after the completion of all microscope examinations. Numerical
and experimental dosimetry was carried out using a commercial code
that uses the FIT (Finite Integration Technique) method to measure
the SAR distribution within the biological sample (CST Microwave
Studio 5.0, Darmstadt, Germany). The efficiency of the measurement
was about 0.35 ± 0.10 W/kg W21. The temperature in RF-radiation-
exposed samples was maintained with two spiral coils positioned on
the exterior faces of each WPC. The circulating water in each coil was
maintained at 36.7uC to obtain an average temperature of 36.9 ±

0.5uC (35). The temperature was also monitored and recorded by
means of a four-channel fiber-optic thermometer (Fiso UMI 4, Fiso
Technologies, Quebec, Canada). The cells in separate culture dishes
were exposed to RF radiation or sham radiation for a continuous
period of 20 h (see below). Neither the pH nor volume of the culture
medium was changed in all culture dishes. No condensation was
observed in any of the culture dishes. These observations indicated
that the relatively high peak SAR (10 W/kg) used did not induce any
thermal-based or other stress response in RF-radiation-exposed cells.

Experimental Protocol

The experimental protocol was approved by the ethical committee
of ASL-Napoli 1. Informed consent was obtained and peripheral
blood samples were collected from nine healthy, non-smoking male
donors aged between 21 and 38 years (mean 31.7 ± 5.9 years). Each
donor’s whole blood was then diluted (1:10) with RPMI 1640 culture
medium containing 15% heat-inactivated FBS, 100 U/ml penicillin,
100 mg/ml streptomycin, 2 mM L-glutamine and 1% PHA. For each
donor, several duplicate cultures were set up in petri dishes (internal
diameter 3.5 cm), each having 3 ml of diluted blood. All cultures were
kept in a laboratory incubator at 37 ± 1uC in a humidified
atmosphere of 5% carbon dioxide and 95% air.

In the first set of experiments, diluted blood from four donors were
examined. MMC was used for both the adaptation and challenge
doses. The adaptation dose of MMC, 1, 5 or 10 ng/ml, was added to
the cultures at 24 h. The challenge dose 100 ng/ml of MMC was
added to all cultures at 48 h after PHA stimulation (Fig. 1a). In the
second set of experiments, diluted blood from five donors was
examined. The adaptation dose, 900 MHz RF radiation at a peak
SAR of 10 W/kg (average SAR 1.25 W/kg) or sham exposure, was
initiated in separate WPCs at 24 h after PHA stimulation and
continued until 44 h, after which all cultures were returned to the
laboratory incubator. One hour before the initiation of RF-radiation
and sham exposures, the culture dishes were placed in WPCs to allow
for temperature equilibration and settlement of cells at the bottom of
the petri dish. At 48 h after culture initiation, the challenge dose of
100 ng/ml of MMC was added to RF-radiation- and sham-exposed
cultures (Fig. 1b).

Cytochasin B was added to all cultures at 44 h, and the cells were
collected for the MN assay at the end of 72 h (39). From each petri
dish, 1 ml cell suspension was centrifuged and the cell pellets were
resuspended in 3 ml lysis buffer (10 mM EDTA, 155 mM NH4Cl and
10 mM KHCO3) for 7 min at room temperature. The cells were then
treated with hypotonic solution (one part RPMI 1640 medium
supplemented with 2% FBS and four parts distilled water) for 15 min.
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Cytospin centrifuge (Cytospin, Shandon; 7 min at 130g) was used to
collect the cells on coded microscope slides. The cells on air-dried
slides were fixed in 80% methanol for 10 min and stained with 10%

Giemsa solution. All coded slides were examined at 10003

magnification. The criteria defined by Fenech et al. (40) were used
for MN evaluation. For each donor and from each exposure
condition, two separate slides prepared from duplicate cultures were
examined. A total of 2000 consecutive cells (1000 cells from each
slide) were examined to obtain the frequency of binucleate (BN) cells.
The proliferation index (PI) was derived from [M1 z 2M2 z 3(M3
z M4)]/N, where M1 to M4 represent the numbers of cells with one
to four nuclei, respectively, and N is the total number of cells scored.
A total of 2000 binucleated cells (1000 binucleated cells from each
slide) were analyzed to record the incidence of cells with one
(BN1MN), two (BN2MN) or three (BN3MN) micronuclei. The total
number of micronuclei was obtained from (1 3 BN1MN) z (2 3

BN2MN) z (3 3 BN3MN).

Statistical Analysis

The expected frequencies of micronuclei in combined treatments
(adaptation z challenge) were calculated as the sum of the
micronuclei in two individual treatments minus the frequency in
untreated controls. The statistical significance of reductions in
observed frequencies relative to the expected incidences was evaluated
for each blood sample using a two-tailed z test (Statistical Analysis
System, Version 9.1 for Windows, SAS Institute, Cary, NC). A two-
tailed paired Student’s t test was also applied to compare all
treatments with each other.

RESULTS

The percentage of binucleate cells, PI and the
incidence of micronuclei in the lymphocytes of four
donors where MMC was used for both the adaptation
and challenge doses are presented in Table 1. There were
no significant differences in percentage of binucleate
cells and PI among the cells treated with adaptation and/
or challenge doses of MMC. Lymphocytes treated with
the adaptation dose of 1, 5 and 10 ng/ml MMC alone

exhibited varying degrees of increases in the incidence of
micronuclei, and there was no consistent dose response
among the four donors. However, treatment with the
100-ng/ml MMC challenge dose alone resulted in a
significantly increased frequency of micronuclei in all
four donors. Lymphocytes from all four donors
exhibited an adaptive response when treated with the
adaptation z challenge dose of 1 z 100 ng/ml MMC,
respectively, and the percentage decrease in the incidence
of micronuclei ranged from 46% to 63%. All four
donors were considered as responders. There was no
consistent improvement in the adaptive response when
the cells were treated with higher adaptation doses of
MMC. The percentage decrease in the incidence of
micronuclei observed in cells treated with 5 z 100 ng/ml
and 10 z 100 ng/ml MMC was not significantly greater
than that observed with 1 z 100 ng/ml MMC. In fact,
in a majority of the combined treatments of the cells
with 5 z 100 and 10 z 100 ng/ml MMC, the percentage
decrease in micronuclei was lower than that observed
with 1 z 100 ng/ml MMC. Hence, in the subsequent
RF-radiation and sham exposure investigation in which
blood samples from five donors were used, cultures
treated with 1 ng/ml MMC, 100 ng/ml MMC and 1 z
100 ng/ml MMC were included to confirm whether the
donor was a responder.

The data from the RF-radiation investigation are
presented in Table 2. The PI in cells treated with 100 ng/
ml MMC given alone or as challenge dose was
significantly reduced compared with untreated control
cells (P , 0.01), while the results for the percentage of
binucleate cells were unaffected. Similar observations
were also made when the cells were treated with 100 ng/
ml MMC after RF-radiation and sham adaptation
exposures. Lymphocytes from all five donors exposed
to 1 ng/ml MMC, RF-radiation and sham exposure
alone exhibited similar incidences of micronuclei, and
the indices were not significantly different from those for
untreated control cells. Also, there were no significant
differences among the five donors. In contrast, there was
a significant increase in the frequency of micronuclei
when the cells were treated with the 100-ng/ml MMC
challenge dose alone. Lymphocytes from four donors
(nos. 2, 3, 4 and 5) that were treated with 1 z 100 ng/ml
exhibited an adaptive response; the percentage decrease
in the incidence of micronuclei ranged from 42% to 52%.
Interestingly, cells from these four donors also exhibited
an adaptive response when they were exposed to RF
radiation prior to challenge with 100 ng/ml MMC. The
percentage decrease in the frequency of micronuclei
ranged from 35% to 56%, while no decrease was
observed in cells adapted with the sham exposure and
challenged with 100 ng/ml MMC. These donors were
considered as responders. However, the extent of the
adaptive response was not the same in all four donors,
which suggested interindividual variability. In contrast,

FIG. 1. Panel A: Experimental protocol used in the investigation
using MMC as adaptation as well as challenge doses. Panel B:
Experimental protocol used in the investigation using RF radiation as
the adaptation dose and MMC as the challenge dose. AD-MMC:
adaptation dose of MMC. CD-MMC: challenge dose of MMC
(100 ng/ml). AD-RF radiation: adaptation dose of 900 MHz RF
radiation at 10 W/kg peak SAR.
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lymphocytes from donor no. 1 that were adapted to
1 ng/ml MMC, RF-radiation and sham exposures did
not exhibit an adaptive response when challenged with
100 ng/ml MMC. There was no significant decrease in
the incidence of micronuclei when the cells adapted to
1 ng/ml MMC, RF-radiation and sham exposures
challenged with 100 ng/ml MMC. This donor was
considered a non-responder.

DISCUSSION

In all of the earlier in vitro and in vivo studies related
to the induction of an adaptive response, an extremely
small dose of a known genotoxic agent (ionizing

radiation in a great majority of the studies) was used
to render the cells refractory to the induction of genetic
damage induced by a higher challenge dose of the same
or a similar genotoxic agent. Recent reviews of the
published data suggested that non-ionizing RF radiation
does not act like a genotoxic agent (33, 41–44). The
results obtained in this study also confirmed that RF
radiation itself was non-genotoxic, as seen by the
absence of a significant increase in the incidence of
micronuclei in the lymphocytes of all five donors. Thus
the important observation made in this preliminary
investigation is that a non-genotoxic agent, RF radia-
tion, was capable of inducing an adaptive response:
Lymphocytes collected from four (out of five) donors

TABLE 1
The Percentage of Binucleate Cells, Proliferation Index and the Incidence of Micronuclei in the Peripheral Blood
Lymphocytes of Four Donors Exposed to the Adaptation Dose of 1, 5 or 10 ng/ml Mitomycin C and/or Challenge

Dose of 100 ng/ml Mitomycin C

Treatment
Percentage

binucleate cells
Proliferation

index

Micronuclei
Difference

(observed 2

expected)
Decrease

(%) P value
Observed 2000
binucleate cellsb

Expecteda 2000
binucleate cells

Donor 1
Control 43.8 1.74 14
100 ng/ml 46.2 1.50 82
1 ng/ml 40.0 1.80 24
1 z 100 ng/ml 50.0 1.54 40 92 52 56.5 0.002
5 ng/ml 43.2 1.75 16
5 z 100 ng/ml 45.4 1.53 66 84 18 21.4 0.168
10 ng/ml 39.0 1.65 34
10 z 100 ng/ml 48.0 1.52 44 102 58 56.9 ,0.001

Donor 2
Control 41.4 1.67 10
100 ng/ml 48.2 1.54 94
1 ng/ml 44.4 1.68 12
1 z 100 ng/ml 48.4 1.54 36 96 60 62.5 ,0.001
5 ng/ml 48.0 1.68 18
5 z 100 ng/ml 54.0 1.62 30 102 72 70.6 ,0.001
10 ng/ml 51.2 1.76 22
10 z 100 ng/ml 53.2 1.57 58 106 48 45.3 0.006

Donor 3
Control 41.2 1.76 12
100 ng/ml 48.8 1.54 74
1 ng/ml 42.4 1.74 34
1 z 100 ng/ml 45.2 1.50 52 96 44 45.8 0.008
5 ng/ml 38.4 1.71 32
5 z 100 ng/ml 52.4 1.79 76 94 18 19.1 0.178
10 ng/ml 39.4 1.78 48
10 z 100 ng/ml 48.6 1.55 78 110 32 29.1 0.059

Donor 4
Control 41.6 1.96 6
100 ng/ml 46.2 1.66 98
1 ng/ml 38.0 1.95 18
1 z 100 ng/ml 52.0 1.68 54 110 56 50.9 0.001
5 ng/ml 36.4 1.82 36
5 z 100 ng/ml 51.6 1.58 76 128 52 40.6 0.006
10 ng/ml 40.0 1.84 40
10 z 100 ng/ml 46.8 1.66 78 132 54 40.9 0.005

a The expected values are the sums of two individual treatments minus the control.
b See the text for other details.
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exposed for 20 h to 900 MHz RF radiation at a peak
SAR of 10 W/kg were found to be less susceptible to the
induction of genetic damage (assessed from the inci-
dence of micronuclei) by subsequent exposure to a
genotoxic dose of MMC, a chemotherapeutic alkylating
chemical mutagen that induces genetic damage (45).
Perhaps RF-radiation exposure to the cells produces a

‘‘trigger’’ that is small and does not result in significantly
increased genetic damage, but such a trigger is capable
of inducing an adaptive response and thus provided
protection from the subsequent challenge dose with a
genotoxic agent. In this context, it is interesting to note
that several reviewers (46–48) have suggested that
exposure to non-ionizing electromagnetic radiation itself

TABLE 2
The Percentage Binucleate Cells, Proliferation Index and the Incidence of Micronuclei in the Peripheral Blood

Lymphocytes of Five Donors Exposed to the Adaptation Dose of 1 ng/ml Mitomycin C, Radiofrequency Radiation or
Sham and/or Challenge Dose of 100 ng/ml Mitomycin C

Treatment
Percentage

binucleate cells
Proliferation

index

Micronuclei
Difference

(observed 2

expected)
Decrease

(%) P value
Observed 2000
binucleate cellsb

Expecteda 2000
binucleate cells

Donor 1
Control 35.6 1.58 32
100 ng/ml 38.3 1.42 83
1 ng/ml 36.5 1.59 31
1 z 100 ng/ml 37.7 1.41 83 82 21 21.22 0.527
Sham 36.8 1.58 30
Sham z 100 ng/ml 37.8 1.40 72 81 9 11.11 0.267
RF radiation 33.3 1.46 26
RF radiation z 100 ng/ml 36.7 1.36 58 77 19 24.68 0.089

Donor 2
Control 43.0 1.67 20
100 ng/ml 43.6 1.47 140
1 ng/ml 43.2 1.69 31
1 z 100 ng/ml 46.0 1.53 72 151 79 52.32 ,0.001
Sham 43.6 1.72 36
Sham z 100 ng/ml 45.6 1.49 104 156 52 33.33 0.001
RF radiation 41.5 1.70 35
RF radiation z 100 ng/ml 45.0 1.48 68 155 87 56.13 ,0.001

Donor 3
Control 47.3 1.87 28
100 ng/ml 43.1 1.49 101
1 ng/ml 44.5 1.74 42
1 z 100 ng/ml 44.3 1.51 67 115 48 41.74 ,0.001
Sham 44.0 1.68 27
Sham z 100 ng/ml 44.8 1.49 110 100 210 210.00 0.735
RF radiation 41.6 1.70 33
RF radiation z 100 ng/ml 43.1 1.47 69 106 37 34.91 0.007

Donor 4
Control 39.6 1.80 22
100 ng/ml 47.1 1.52 88
1 ng/ml 39.3 1.69 32
1 z 100 ng/ml 49.7 1.54 53 98 45 45.92 0.001
Sham 44.5 1.71 30
Sham z 100 ng/ml 43.4 1.46 85 96 11 11.46 0.228
RF radiation 42.3 1.72 28
RF radiation z 100 ng/ml 43.1 1.44 58 94 36 38.30 0.004

Donor 5
Control 44.6 1.92 18
100 ng/ml 52.7 1.64 67
1 ng/ml 42.7 1.92 23
1 z 100 ng/ml 49.7 1.54 39 72 33 45.83 0.003
Sham 46.0 1.78 18
Sham z 100 ng/ml 54.0 1.60 52 67 15 22.39 0.111
RF radiation 44.5 1.77 25
RF radiation z 100 ng/ml 56.9 1.61 40 74 34 45.95 0.002

a The expected values are the sum of two individual treatments minus the control.
b See the text for other details.
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is non-genotoxic (analogous to RF radiation), and L929
cells that were pre-exposed to non-ionizing extremely
low-frequency 50 Hz magnetic fields at 100 mT flux
density for 24 h exhibited significantly decreased pro-
portions of G1 cells and increased proportions of cells in
the G2/M phase, indicating a modification of the DNA
damage response to subsequent exposure to a genotoxic
chemical, menadione (49).

There are several reports in the literature in which
researchers used a sequential exposure protocol that is
similar to that used in the current investigation, i.e.,
exposure of human blood lymphocytes to RF radiation
(in vitro for 2 h or occupational exposure for .2 years)
followed by in vitro treatment of the cells with MMC.
The results include a highly reproducible synergistic
effect (50), very weak synergistic effect (51), inconsistent
effect (52, 53) and no effect (54, 55). In these studies,
unstimulated lymphocytes (G0 stage of the cell cycle)
were exposed to RF radiation followed by stimulation of
the cells with PHA and treatment with MMC. It is
possible that the RF-radiation exposure of the lympho-
cytes in the G0 stage of the cell cycle (as an adaptation
dose) failed to induce an adaptive response, as observed
in the studies by Shadley et al. (20).

The data from the current investigation also indicated
that the lymphocytes of one donor (no. 1) that were
exposed to RF radiation (under similar exposure
conditions) did not exhibit the induction of an adaptive
response when subsequently challenged with MMC. The
absence of an induction of an adaptive response in
human blood lymphocytes has been reported previously
(26–27, 30). This is more likely due to individual
variability in eliciting an adaptive response and an
indication that the induction of an adaptive response
does not depend on transient physiological parameters,
but rather on some stable genetic constitutional traits
(24, 25, 28, 31, 56–59).

The ability of MMC to induce an adaptive response
has been demonstrated in several earlier investigations
(9, 16, 18, 60–62). The results obtained in the current
study lend additional support to the data presented in
the above reports. Lymphocytes from four donors
exposed to an adaptation dose of 1 ng/ml MMC
exhibited significantly decreased incidence of micronu-
clei when challenged with 100 ng/ml dose of MMC.
Overall, such decrease in MN frequencies was greater
than that observed in cells exposed to higher adaptation
doses of 5 and 10 ng/ml MMC, suggesting that the dose
used for adaptation is important to eliciting an adaptive
response (63, 64).

Several mechanisms have been proposed for the
induction of an adaptive response (65–69). The possible
role of the enzymes involved in the repair of damaged
DNA, particularly the activity of poly(ADP-ribosyl)
polymerase, which responds to DNA strand breaks
induced by free radicals generated by MMC, has been

implicated in several earlier investigations (19, 21, 22).
Other factors, such as (a) efficient repair of radiation-
induced DNA damage in adapted cells (23), (b) the
ability of the cells to perform protein synthesis (70, 71),
(c) expression of different mRNA after exposure to an
adaptation dose (66), (d) changes in chromatin confor-
mation (72), (e) altered expression of several genes and
gene products (73, 74), etc. appear to be important in
the induction of an adaptive response. In addition, cell
cycle regulation (75), altered G1 checkpoint control (76)
and mitotic delay (12) have been implicated in the
induction of adaptive response. Similar studies are
necessary to explain the mechanism of induction of an
adaptive response in cells exposed to non-ionizing RF
radiation.

In conclusion, the results obtained in the current
preliminary investigation indicated that exposures to RF
radiation at a frequency in use for wireless communica-
tions is capable of inducing an adaptive response in
human blood lymphocytes. This finding deserves further
research regarding whether an adaptive response can be
elicited in other in vitro and in vivo experimental
conditions including various frequencies, different
SARs, timing of adaptation and challenge dose treat-
ments, different cell types, etc.
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Review Article

Genotoxicity of Radiofrequency Radiation

DNA/Genetox Expert Panel:
David Brusick, Chairman,* Richard Albertini, Donald McRee, Donald Peterson,

Gary Williams, Phillip Hanawalt, and Julian Preston

During the past several years, concerns have been Time, February 8:42], has resulted in the production
raised regarding the potential adverse effects of ex- of a large number of publications describing the
posures to nonionizing radiation, particularly in the effects of RFR on the integrity of nucleic acids. Data
extremely low frequency (ELF) range (50 to 60 from studies conducted in a frequency range from
MHz) and radiofrequency radiation (RFR) with fre- 800 to 3,000 MHz were reviewed and subjected
quencies ranging from 30 KHz to 30,000 MHz. to a weight-of-evidence evaluation. The evaluation
One focus of concern has been potential DNA inter- focused on direct toxicological effects of RFR as well
actions. Publications reviewing the genotoxicity of as on studies addressing basic biological responses
ELF radiation [McCann et al. (1993): Mutat Res to RFR at the cellular and molecular level.
297(1):61–95; Murphy et al. (1993): Mutat Res The data from over 100 studies suggest that RFR
296:221–240; NAS (1997)], have been uniform is not directly mutagenic and that adverse effects
in concluding that the weight of evidence does not from exposure of organisms to high frequencies and
indicate any genotoxic risk from exposure to this high power intensities of RFR are predominantly the
type of radiation. result of hyperthermia; however, there may be some

Concern that RFR may be associated with adverse subtle indirect effects on the replication and/or tran-
biological effects [WHO, 1993], including recent scription of genes under relatively restricted expo-
allegations that they may be involved in the produc- sure conditions. Environ. Mol. Mutagen. 32:1–16,
tion of brain tumors in humans [Elmer-Dewit (1993): 1998. q 1998 Wiley-Liss, Inc.

Key words: genotoxicity; microwave; radiowave; mutation; aberrations

INTRODUCTION respect to possible genetic risk has been inconsistent. To
a large extent, the inability to develop a conclusive inter-

Use of wireless communication devices, such as cellu- pretation is the result of the absence of uniform exposure
lar telephones, is increasing dramatically in the United standards, accurate measurement techniques, and the
States as well as internationally. Most current wireless small number of safety studies conducted in compliance
devices operate by sending and receiving radio signals in with GLP regulations.
the range of 800 to 900 MHz.* Frequencies on digital One of the most active areas of RFR testing is the
cellular telephones and other personal communication de- assessment of direct and indirect effects on DNA. A data-
vices (PCDs) extend to 2,000 MHz. Most cellular tele- base containing results from over 100 published studies
phones currently in use employ continuous analog trans- was collected for this evaluation. The types of studies
mission technology; however, the use of digital equip-

conducted range from investigations of RFR interactions
ment, which employ pulse transmission of radio

with purified DNA in vitro to assessment of chromosome
frequencies, will increase significantly in the next few
years.

Expansion of this technology will result in substantial
human exposure to radiofrequency radiation (RFR) on a Contract grant sponsor: Wireless Technology Research, L.L.C., Missis-
chronic basis. During the past several years, concerns sauga, Ontario.
have been raised regarding the potential of RFR to initiate *Correspondence to: Dr. David Brusick, Covance, 9200 Leesburg Pike,
and/or promote tumor development, suppress components Vienna, VA 22182-1699.
of the immune system, or induce genetic alterations [El- Received 3 August 1997; Revised and accepted 1 March 1998
mer-Dewit, 1993; WHO, 1993]. Research focused on

Abbreviations: hertz (Hz); kilohertz (KHz); megahertz (MHz); gigahertz
safety issues of chronic exposure to RFR, particularly in (GHz); radiofrequency radiation (RFR); 12-O-tetra-decanoylphorbol-
the frequency range associated with wireless communica- 12-acetate (TPA); specific absorption rate (SAR); extremely low fre-

quency (ELF).tion devices, is limited. Interpretation of the data with

q 1998 Wiley-Liss, Inc.
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2 Brusick et al.

damage in primary cells recovered from laboratory ani- would be considered inadequate by current standards.
There was an attempt to take these limitations into consid-mals and humans exposed to RFR [WHO, 1993].

The purpose of this review is to examine the available eration in the overall data evaluation. The database can
be characterized as:database for RFR genotoxicity and evaluate the potential

of RFR in the wireless communication range for geno-
toxic hazard and/or risk to exposed human populations. 1. Heterogeneous with respect to target organisms, expo-

sure methods, and genetic endpoints employed.The biological consequences of exposure to electro-
magnetic fields within a frequency range of 300 Hz to 2. Complex with respect to the variation of responses

across similar types of endpoints and target organisms.300 GHz interact with biological systems [WHO, 1993].
Within this broad range, RFRs cover a range of frequen- 3. Redundant with respect to the frequency of replication

of certain test methods (e.g., mutation induction incies from 30 KHz to 30,000 MHz. The most frequently
studied RFR, however, is 2,450 MHz, associated with Salmonella typhimurium, chromosome aberration

analyses in cultured human lymphocytes, mouse domi-microwave ovens. Table I lists 105 studies from over 35
laboratories that have been directed toward defining the nant lethal test).
nature and biological significance of DNA interactions
with RFR. This review will concentrate on an analysis of Interpretation of results is also complicated by the high

incidence of variables associated with RFR exposure. Thethe genotoxicity of RFR studies listed in Table I with an
independent assessment of those studies employing the most common variables are a) wave frequency, b) power,

c) duration of exposure, d) modulation, and e) exposurefrequency range associated with wireless communication
devices (i.e., 800 MHz to 2,000 MHz). Unfortunately, the temperature. Each of these parameters is critical for the

interpretation of changes in biological activity and is po-number of studies published in this frequency range is
currently very small. A significant amount of new RFR tentially capable of affecting the outcome of an assay.

For example, specific absorption rates (SAR) above 1 toresearch and testing is focused on this frequency range.
These data will augment this evaluation over then next 2 W/kg are capable of raising the body temperature of

most laboratory animals 17C or more, which can lead toseveral years. Also present among the studies evaluated
are three publications involving an assessment of DNA a wide range of adverse effects [WHO, 1993]. Asanami

and Shimono [1997] showed that elevations of core bodydamage in humans with long-term exposure to RFR
[Garaj-Vrhovac et al., 1990b; Garson et al., 1991; Maes temperatures in mice by 27C produced increases in mi-

cronuclei in bone marrow. Therefore, it is theoreticallyet al., 1995]. The results of these studies are particularly
relevant to the development of a hazard assessment. possible to generate different responses in two trials of

the same in vivo test method if the SAR varies enoughThe studies reviewed include those conducted on
plants, insects, microorganisms, cultured mammalian to give a 1–27C temperature differential.
cells (both primary cultures and continuous cell lines),
and in vivo mammalian assays. Most of the studies are STRATEGY FOR DATA EVALUATION
classified as being hazard identification evaluations and
include assessments for mutation induction, a wide range A weight-of-evidence strategy was used to evaluate the

database because of its size, redundancy of tests, andof chromosome alterations, cell transformation, and evi-
dence for the induction and/or integrity of DNA repair heterogeneity of test methods. Small datasets that are not

redundant are more amenable to a test-by-test assessmentprocesses. A smaller subset of studies were designed to
detect cellular and molecular changes occurring in DNA strategy because each assay exists only once in the dataset

and an overall interpretation can be determined from theexposed to RFR in situ or in simulated extracellular matri-
ces. These latter studies measured DNA responses not number and/or type of positive responses observed. In

large datasets, assay redundancy accompanied by con-associated directly with genetic toxicity and were there-
fore not viewed as highly relevant to assessments of ge- flicting responses is commonly found, making interpreta-

tion difficult because plausible explanations for divergentnetic hazard or risk, although they may provide extremely
useful mechanistic information. responses generated by independent assay trials may not

be possible. This characteristically results in selection of
the positive (more conservative) responses for use in theCHARACTERISTICS OF THE DATABASE
final assessment.

A weight-of-evidence approach attempts to use test re-Although the majority of the articles were published
within the past ten years and use state-of-the-art tech- sponse patterns or trends to develop conclusions concern-

ing the biological activity of an agent. There is a risk thatniques for assessing genotoxicity, some of the studies
included in the database were published almost two de- a single test result may be disproportionately important

and become lost in a weight-of-evidence approach.cades ago. Consequently, many of the studies were de-
signed with controls and methods of data analysis that Spontaneous mutation is a low-frequency event (i.e., 1
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Genotoxicity of Radiofrequency Radiation 3

TABLE I. Database for Genotoxicity of Electromagnetic Radiation1

Endpoint System Exposure* Result Comments Reference

Mutation—In vitro
Microbial 70,000–75,000 MHz, Negative Escherichia coli Bertraud et al., 1975

10 mW/cm2; 3 h
Microbial 9,400, 17,000, 70,000– Negative Saccharomyces cerevisiae Dardalhon et al., 1981

75,000 MHz, less than
60 mW/cm2 & 28 mW/
kg; 30 min

Microbial 9,400, 17,000, 70,000– Negative E coli Dardalhon et al., 1981
75,000 MHz, less than
60 mW/cm2 & 28 mW/
kg; 30 min

Microbial 8,500–9,600 MHz, pulsed, Negative Salmonella typhimurium, TA1535, Dutta and Nelson,
1, 5, 45 mW/cm2; up to TA100, TA98 1978;5 Dutta et al.,
2 h 1979a

Microbial 8,500–9,600 MHz, pulsed; Negative S cerevisiae Dutta and Nelson,
up to 2 h 1978;5 Dutta et al.,

1979a
Microbial 7,000 or 7,500 MHz; Negative E coli Averbeck et al., 1976

30 min
Microbial 7,000 or 7,500 MHz; Negative S cerevisiae Averbeck et al., 1976

30 min
Microbial 3,100 MHz (PW) e&m,3 Negative S typhimurium, TA100, TA98, Hamnerius et al., 1985

90 W/kg; 6 h TA1535, TA1537
Microbial 2,450 MHz, 10 and 50 Negative E coli strain WWU Blackman et al., 1976

mW/cm2, 15 and 79
W/kg; 3–4 h

Microbial 2,450 MHz, CW, 20 mW/ Negative S typhimurium, TA1535, TA100, Dutta and Nelson,
cm2, 40 W/kg; up to 2 h TA98 1978;5 Dutta et al.,

1979a
Microbial 2,450 MHz, 3,070 MHz Negative S typhimurium, TA1535, TA1530, Anderstam et al., 1983

TA100
Microbial 2,450 Mhz Negative E coli strain WP2 Anderstam et al., 1983
Microbial 2,450 MHz, 5,100 mW/ Positive S typhimurium TA98, TA100, Blevins et al., 1980

cm2; up to 23 sec TA1535, TA1537, TA1538
Microbial 2,450 MHz, CW, 20 mW/ Negative S cerevisiae Dutta and Nelson,

cm2, 40 W/kg; up to 2 h 1978;5 Dutta et al.,
1979a

Microbial 2,450 MHz (CW), e&m Negative S typhimurium, TA100, TA98, Hamnerius et al., 1985
130 W/kg; 5.7 h TA1535, TA1537

Microbial 1,700 MHz, 3 W/kg; Negative E coli strain WWU Blackman et al., 1976
3–4 h

Microbial 27.12 MHz (CW), Negative S typhimurium, TA100, TA98, Hamnerius et al., 1985
magnetic, 22 W/kg; 6 h TA1535, TA1537

Mammalian, in 2,450 MHz, 48.8 mW/cm2, Negative Mouse lymphoma assay Meltz et al., 1989,
vitro 30 W/kg 1990a

Mutation—In vivo
D. melanogaster 3,100 MHz (PW) e&m, Negative Drosphilia somatic Hamnerius et al., 1985

60 W/kg; 6 h
D. melanogaster 2,450 MHz, 2.1, 2.75, 3.0 Negative Drosophila SLRL Pay et al., 1972

kW; 45 min
D. melanogaster 2,450 MHz, CW, 110 Negative Drosophila somatic Hamnerius et al.,

W/kg; 6 h 1979, 1985
D. melanogaster 146 MHz, 12 h Negative Drosophila SLRL Mittler, 1975, 1976
D. melanogaster 146 MHz Negative Drosophila chromosome loss Mittler, 1976
D. melanogaster 98.5 MHz, 134 h/wk, Negative Drosophila SLRL Mittler, 1977

32 wk
D. melanogaster 29 MHz, 12 h Negative Drosophila chromosome loss Mittler, 1975, 1976
D. melanogaster 29 MHz Negative Drosophila SLRL Mittler, 1976
D. melanogaster 27.12 MHz (CW), e/m,4 Negative Drosophila somatic Hamnerius et al., 1985

0.3/0.05 W/kg; 6 h
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TABLE I. Continued

Endpoint System Exposure* Result Comments Reference

Mutation—In vivo
D. melanogaster 2,375 MHz, (15 W/cm2 for Negative Drosophila SLRL Marec et al., 1985

60 min; or 20 W/cm2

for 10 min; or 25 W/
cm2 for 5 min) for 5
days

Mammalian, in 2,450 MHz, CW, 43 W/ Negative Male C3H mice: no dominant Saunders et al., 1983
vivo kg; 30 min lethality (post-implantation

survival), reduced pregnancy
rate (weeks 3–6 post-expos)
and pre-implantation survival:
concluded to be a result of low
sperm counts resulting from
increased temp; temp not
controlled

Mammalian, in 2,450 MHz, CW, 100 W/ Negative Male C3H mice: no increase in Saunders et al., 1988
vivo m2, 4 W/kg; 6 h/d Å chromosome aberrations, no

120 h over 8 weeks change in pregnancy rate or
embryonic survival when mated
to C3H/101 females, no
increase in dominant lethalities
or other chromosomal
aberrations including reciprocal
translocations

Mammalian, in 2,450 MHz, a) 100 mW/ Mixed Swiss mice (male): mated post- Varma et al., 1976
vivo cm2 for 10 min; b) 50 exposure for 6–7 weeks: no

mW/cm2 for 10 min, 3 decrease in the number of
times over 1 day; c) 50 implants or in the pregnancy
mW/cm2 for 10 min, 4 rate; increase in mutagenicity
times over 2 weeks index reported for A (overall,

for weeks 1 and 6) and B,
considered to be potentially a
result of thermal increases, as
no increase was observed in C
(weeks 4 and 6)

Mammalian, in 2,450 MHz, CW, (5 mW/ Negative Male rats: no sperm cell Berman et al., 1980
vivo cm2, 4 h/d, day 6 of mutagenesis, temporary sterility

gestation to 90 days of at highest power density
age) (10 mW/cm2, 5 h/d, (effects on reproduction: no
5d beginning on day 90) consistent pattern, increased
(28 mW/cm2, 4 h/d, 5 d/ fetal mortality not related to
w, 4 wk, beginning on decrease live fetuses)
day 90)

Mammalian, in 2,450 MHz, CW; 1.7 kW/ Positive Male Swiss albino mice: Goud et al., 1982
vivo m2 for 70 sec increased dominant lethality,

reduced male fertility (pre- and
post-implantation loss),
abnormal sperm morphology;
temperature not controlled
(Beechey et al., 1986, implies
lack of control is the cause of
changes)

Mammalian, in 1,700 MHz; 50 W/kg; Positive Swiss mice: induction of Varma and Traboulay,
vivo 30 min dominant lethal mutations 1976

Chromosome aberrations—In vitro
Mammalian, in 7,700 MHz, 0.5 mW/cm2; Positive V79 cells Garaj-Vrhovac et al.,

vitro 15, 30, 60 min 1990a, 1991
Mammalian, in 7,700 MHz, 0.5 (30 min), Positive Human lymphocytes Garaj-Vrhovac et al.,

vitro 10 (30 min), 30 mW/ 1992
cm2 (10, 30 or 60 min)

Mammalian, in 2,450 MHz; 30 and 120 Positive Human lymphocytes Maes et al., 1993
vitro min
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TABLE I. Continued

Endpoint System Exposure* Result Comments Reference

Chromosome aberrations—In vitro
Mammalian, in 2,450 MHz, CW; up to Negative Human lymphocytes Lloyd et al., 1984,

vitro 200 W/kg; 20 min 1986
Mammalian, in 2,450 MHz, CW; 15 W/ Positive Rat kangaroo RH16 cells Yao, 1976;5 1982

vitro kg; up to 320 days (50
passages)

Mammalian, in 2,450 MHz, PW, 33.8 W/ Negative Chinese hamster ovary cells Kerbacher et al., 1990
vitro kg; 2 h

Mammalian, in 2,450 MHz, 30 min Negative Chinese hamster ovary cells Alam et al., 1978
vitro

Mammalian, in 2,450 MHz, 20–500 mW/ Positive Chinese hamster cells Chen et al., 1974
vitro cm2; 4–20 min

Mammalian, in 2,450 MHz, 0.2, 1.0, or Positive Rat kangaroo bone marrow cells Yao and Jiles, 1970
vitro 5.0 W/cm2 for up to 30

min
Mammalian, in 2,450 MHz, 49 mW/cm2, Negative Chinese hamster ovary cells Meltz et al., 1990b

vitro 33.8 W/kg
Mammalian, in 1,200 MHz, 24.33 W/kg Negative Chinese hamster ovary cells Meltz et al., 1990b

vitro
Mammalian, in 850 MHz, 18 mW/cm2, Negative Chinese hamster ovary cells Meltz et al., 1990b

vitro 14.4 W/kg
Mammalian, in 954 MHz Positive Human lymphocytes Maes et al., 1995

vitro
Mammalian, in 167 Mhz Positive Human lymphocytes Khalil et al., 1993

vitro
Mammalian, in 100 MHz; 12.5 h Negative Chinese hamster ovary cells Wolff et al., 1985

vitro
Mammalian, in 100 MHz; 12.5 h Negative Human lymphocytes Wolff et al., 1985

vitro
Mammalian, in 15 MHz; 14 h Negative Chinese hamster ovary cells Wolff et al., 1985

vitro
Mammalian, in 20 kHz; 72 h Negative Human amniotic cells Nordesson et al.,

vitro 19892

Chromosome aberrations—In vivo
Mammalian, in 30–300 GHz, 10–50 W/ Positive Human subjects Garaj-Vrhovac et al.,

vivo cm2; occupational 1990b
Mammalian, in 9,400 MHz (PW), 0.1–10 Positive BALB/c mice Manikowska et al.,

vivo mW/cm2; 1 h/d, 5 d/wk, 1979
2 wk

Mammalian, in 2,450 MHz, CW; up to 21 Negative Chinese hamster blood Huang et al., 1977
vivo W/kg; 15 min/d, 5 lymphocytes

consec d
Mammalian, in 2,450 MHz; 12 min Negative Chinese hamster cells Janes et al., 1969

vivo
Mammalian, in 2,450 MHz, CW, 100 W/ Negative C3H mice Saunders et al., 1988

vivo m2, 4 W/kg; 6 h/d Å
120 h over 8 weeks

Mammalian, in 2,450 MHz, CW; 0.05–20 Positive Sperm cells of male CBA/CEY Manikowska-Czerska
vivo W/kg; 30 min/d, 6 d/wk, mice increased chromosome et al., 1985

2 weeks translocations and other
cytogenetic abnormalities
(exposed as spermatocytes);
rectal temperature did not
change by 0.57C

Mammalian, in 2,450 MHz, CW; 1, 100, Negative Sperm cells of male mice: no Beechey et al., 1986
vivo 400 W/m2; 30 min/d, 6 increase in chromosomal

d/wk, 2 weeks aberrations (exposed as stem
cells); temperature not
controlled—significant increase
in rectal temperature for 400
W/m2 only; slight increases in
chr aberrations thought to be
due to change in temperature
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TABLE I. Continued

Endpoint System Exposure* Result Comments Reference

Chromosome aberrations—In vivo
Mammalian, in 2,450 MHz Negative Mouse Banerjee, et al., 1983

vivo
Mammalian, in 2,450 MHz, 100 mW/cm2; Positive Chinese hamster corneal Yao, 1978

vivo 30 min epithelium cells
Mammalian, in 2,375 (CW), 2750 (pulsed) Positive Mouse hepatocytes Antipenko and

vivo MHz; 0.1, 0.5, 5.0 W/ Koveshnikova,
m2; 7 h/d, 45 days 19872

Mammalian, in 13 MHz (CW or PW) Negative Rat regenerating hepatic tissue McLees et al., 1972
vivo

Mammalian, in 0.4 to 20,000 MHz; Negative Human lymphocytes (radio- Garson et al., 1991
vivo occupational linemen)

Mammalian, in Various frequencies, (incl. Negative Human lymphocytes (antenna Maes, et al., 1995
vivo 450 1 950 MHz) ¢ 1 maintenance workers

h/day for at least one
year; occupational

Micronucleus formation—In vitro
Plant 10–21 MHz, 30 h Positive Tradescantia cuttings bearing Hadier et al., 1994

young flower buds
Mammalian, in 7,700 MHz, 0.5 mW/cm2; Positive Chinese hamster V79 cells Garaj-Vrhovac et al.,

vitro 15, 30, 60 min 1991
Mammalian, in 2,450 MHz, 30 and 120 Positive Human lymphocytes Maes et al., 1993

vitro min
Mammalian, in 7,700 MHz, 0.5 (30 min), Positive Human lymphocytes Garaj-Vrhovac et al.,

vitro 10 (30 min), 30 mW/ 1992
cm2 (10, 30 or 60 min)

Micronucleus formation—In vivo
Mammalian, in Unknown (30–300 GHz); Positive Human subjects Garaj-Vrhovac et al.,

vivo occupational 1990b

Sister Chromatid Exchange (SCE)—In vitro
Mammalian, in 2,450 MHz, CW; up to Negative Human lymphocytes Lloyd et al., 1984,

vitro 200 W/kg; 20 min 1986
Mammalian, in 167 MHz Positive Human lymphocytes Khalil et al., 1993

vitro
Mammalian, in 2,450 MHz; 30 and 120 Negative Human lymphocytes Maes et al., 1993

vitro min
Mammalian, in 2,450 MHz, PW, 33.8 W/ Negative Chinese hamster ovary cells Ciaravino et al., 1987

vitro kg; 2 h
Mammalian, in 2,450 MHz, PW, 33.8 W/ Negative Chinese hamster ovary cells Ciaravino et al., 1991

vitro kg, 2 h
Mammalian, in 2,450 MHz, 49 mW/cm2, Negative Chinese hamster ovary cells Meltz et al., 1990b

vitro 33.8 W/kg
Mammalian, in 1,200 MHz, 24.33 W/kg Negative Chinese hamster ovary cells Meltz et al., 1990b

vitro
Mammalian, in 850 MHz, 18 mW/cm2, Negative Chinese hamster ovary cells Meltz et al., 1990b

vitro 14.4 W/kg
Mammalian, in 100 MHz; 12.5 h Negative Chinese hamster ovary cells Wolff et al., 1985

vitro
Mammalian, in 100 MHz; 12.5 h Negative Human lymphocytes Wolff et al., 1985

vitro
Mammalian, in 15 MHz; 14 h Negative Chinese hamster ovary cells Wolff et al., 1985

vitro

Sister chromatid exchange (SCE)—In vivo
Mammalian, in 2,450 MHz, CW; 21 W/ Negative Mouse bone marrow McRee et al., 1981

vivo kg; 8 h/day, 28 days
Mammalian, in 2,450 MHz, CW, 100 W/ Negative C3H mice Saunders et al., 1988

vivo m2, 4 W/kg; 6 h/d Å
120 h over 8 weeks

Mammalian, in 2,450 MHz, CW; 0.05–20 Positive Sperm cells of male CBA/CEY Manikowska-Czerska
vivo W/kg; 6 h over 2 weeks mice et al., 1985
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TABLE I. Continued

Endpoint System Exposure* Result Comments Reference

Sister chromatid exchange (SCE)—In vivo
Mammalian, in 800 MHz, 4 W/kg; 8 h Negative Mouse bone marrow Brown and Marshall,

vivo 1982
Mammalian, in 2,450 MHz Negative Mouse bone marrow Banerjee et al., 1983

vivo
Mammalian, in 400 MHz, 4 W/kg; 8 h Negative Mouse bone marrow Brown and Marshall,

vivo 1982
DNA damage/repair—In vitro

Microbial 8,600, 8,800, 9,000 MHz, Negative E coli Pol A//A0 (normal/repair Dutta et al., 1978
1, 10, 20 mW/cm2; 1, 5, deficient)
10, 15 h

Microbial 8,600 MHz, 12 W/kg; up Negative E coli Pol A//A0 (normal/repair Dutta et al., 1979b
to 7 h deficient)

Microbial 2,600–4,000 MHz, 20 W/ Negative E coli B Corelli et al., 1977
kg; 10–12 h

Microbial 2,450 MHz (CW or PW), Negative Aspergillus nidulans Mezykowski et al.,
10 mW/cm2; 1 h 1980

Microbial 2,450 MHz, 10 mW/cm2; Negative A nidulans Baranski et al., 1976
10–240 min

Mammalian, in 1,200 MHz (CW or PW), Negative Human MRC-5 fibroblasts Meltz et al., 1987,
vitro 1 (or 5), 10 mW/cm2, 1990b

2.7 { 1.6 W/kg; 1–3 h
Mammalian, in 850 MHz (CW or PW), 1 Negative Human MRC-5 fibroblasts Meltz et al., 1987,

vitro (or 5), 10 mW/cm2, 4.5 1990b
{ 3.0 W/kg; 1–3 h

Mammalian, in 350 MHz (CW or PW), 1 Negative Human MRC-5 fibroblasts Meltz et al., 1987,
vitro (or 5), 10 mW/cm2, 0.39 1990b

{ 0.15 W/kg; 1–3 h
DNA damage/repair—In Vivo

Mammalian, in 2,450 MHz, 1 mW/cm2; 2 Positive Swiss albino mice: DNA samples Sarkar et al., 1994
vivo h/d for 120, 150, 200 d from testes and brain contained

altered band patterns
Mammalian, in 1,700 MHz, CW; 50 W/ Positive Swiss male mice: chemical Varma and Traboulay,

vivo kg; 30 min changes in testicular DNA 1977
(parameters assessed:
hyperchromicity and melting
temp, results indicate strand
separation possible);
temperature not controlled

Mammalian, in 1,700 MHz, 50 mW/cm2 Positive Swiss mice: mutagenicity Varma and Traboulay,
vivo for 30 min; 10 mW/cm2 indicated by changes in 1976

for 80 min properties of DNA (melting
temperature, base composition,
optical density) indicative of
strand separation

Mammalian, in 985 MHz, 10 mW/cm2; 80 Positive Swiss mice: mutagenicity Varma and Traboulay,
vivo min indicated by changes in 1976

properties of DNA (melting
temperature, base composition,
optical density) indicative of
strand separation

Mammalian, in 2,450 MHz; 0.6 and 1.2 Positive Comet assay measured single- Lai and Singh, 1995
vivo W/kg for 2 h strand breaks induced in rat

brain DNA. Both continuous
and pulsed exposures.

Mammalian, in 954 MHz; 1–5 weeks Negative Comet assay used for rat Verschaeve et al., in
vivo lymphocyte DNA. Breaks in press

controls and exposed animals
were equivalent

Sperm abnormalities
Mammalian, in 2,450 MHz, CW; 0.05–20 Positive Sperm cells of male CBA/CEY Manikowska-Czerska

vivo W/kg; 6 h over 2 weeks mice et al., 1985
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TABLE I. Continued

Endpoint System Exposure* Result Comments Reference

Sperm abnormalities
Mammalian, in 2,450 MHz, CW, 36 mW/ Negative Mice Cairnie and Harding,

vivo cm2; 16 h/30 d 1981
Cell transformation

Mammalian, in 2,450 MHz, with X-ray or Positive Mouse embryo fibroblasts Balcer-Kubiczek and
vitro benzo(a)pyrene; 4.4 W/ C3H/10T1/2 Harrison, 1985

kg; 24 h
Mammalian, in 2,450 MHz; 4.4 W/kg; Negative Mouse embryo fibroblasts Balcer-Kubiczek and

vitro 24 h C3H/10T1/2 Harrison, 1989,
1991

Mammalian, in 2,450 MHz, with TPA; 4.4 Positive Mouse embryo fibroblasts Balcer-Kubiczek and
vitro W/kg; 24 h C3H/10T1/2 Harrison, 1989,

1991

1Other than EFL—50–60 Hz.
2As cited in WHO, 1993.
3E&m indicates that the exposure conditions involved combined electric and magnetic fields.
4E/m indicates that the exposure conditions were assayed using electric and magnetic fields, separately.
5The result or reference indicated is an abstract only.
*Frequency, dose rates, deviation, and power only given where available.

1 1006 per gene per generation). Bioassays used to detect dominant lethal mutations in mice, and some DNA repair
may be affected by indirect mechanisms associated withDNA alterations have intrinsic rates of positive responses

that occur sporadically. Therefore, the process of focusing toxicity, but tend to be somewhat less susceptible than in
vitro assays.only on the positive responses for decision-making may

exclude valid data and may lead to erroneous conclusions A thorough discussion of the rationale for using a
weight-of-evidence approach when evaluating large, het-about the genotoxicity of agents. Considering the impact

of sporadic positive responses is probably useful only erogenous, complex genotoxicity datasets has been pub-
lished in a special issue of Mutation Research (Vol. 266,when reviewing large heterogeneous datasets where re-

sponse patterns and trends are important interpretation No. 1, 1992). An example of the application of this
weight-of-evidence approach to an evaluation of a largefactors.

Reviews of assay performance covering several in vitro genetic toxicity database, resistant to micro-assessment,
was published by Brusick [1994].assays [Kirkland and Dean, 1994] and the in vivo mouse

micronucleus assay [Shelby et al., 1993] document the
existence and occurrence of sporadic (nonreproducing) EXPOSURE CONSIDERATIONS
positive responses. Estimates of the incidences of spo-
radic positive responses provided in these reviews were The most frequently encountered confounding variable

in the database was that associated with exposure condi-approximately 8% for the Ames test, 20% for the Mouse
Lymphoma assay, and for in vitro chromosome aberra- tions. RFR-emitting sources used to conduct the studies

covered in this review ranged from relatively unsophisti-tions in CHO about 15%. The incidence of sporadic posi-
tive responses in the mouse micronucleus test was 10%. cated converted microwave ovens to highly reliable and

calibrated exposure systems. This leads to nonuniformEstimates of these rates for other assays comes from per-
sonal experience when reviewing historical data. The ba- exposure conditions and may lead to high SARs produc-

ing localized thermal effects. Few exposure devices pro-sis of sporadic responses are complex, but can often be
attributed to marginally positive, nonreproducible re- duced to date are able to generate uniform SARs in experi-

mental units or monitor them accurately.sponses, associated with target organism toxicity, or re-
sponses associated with atypical concurrent control values RFR doses are expressed as SARs to quantify the en-

ergy absorbed by the target organism in watts per kilo-in one of the trials. Some endpoints, such as mammalian
cell transformation, mouse spermhead abnormalities, and gram (W/kg). SARs define both peak and average values

for exposure. Because of the associated adverse physio-plant cell clastogenicity, have high rates of sporadic posi-
tives presumably due to the susceptibility of these tech- logical changes produced in the target organism by RFR

exposures, reliable comparisons and interpretations wereniques to the production of change by nongenotoxic
events (e.g., high osmolality, low pH, hyperthermia). difficult for studies not reporting SARs.

RFR exposure parameters, in addition to frequency,Whole animal assays such as mutation in Drosophila,
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TABLE II. Expectations for Positive Responses in the Database Due to Sporadic
Positives

Intrinsic sporadic Number of Expected Observed
Bioassay type positives times used positives positives

Microbial 5% 24 1.2 1
In vitro cytogenetic 30% 32 9.6 12
Cell transformation 50% 3 1.5 1
Mouse lymphoma 20% 1 0 0
Drosophila 5% 12 1 0
UDS in vitro 5% 4 1 0
Plant cytogenetic 75% 1 1 1
Dominant lethal 5% 6 0 3*
In vivo cytogenetic 10% 18 1.8 8*
Spermhead abnormalities 50% 2 1 1

*Probable thermal effects: high temperature known to produce developmental effects and chromosome
instability in vivo.

which may influence the outcome of a study, include increases that are inconsistent with observed response pat-
terns or trends. The increased incidences seen in the inmodulation, polarization, and intermittent vs. continuous

emission. Invariably, one or more of these parameters vivo assays may be attributable to hyperthermia-induced
chromosome damage associated with microwave expo-differed among independent studies with a given assay.

Consequently, dose comparisons were not possible. sures [Leonard et al., 1983; Saunders et al., 1988].
Kerbacher et al. [1990] reviewed the relationship be-

tween SAR and thermal effects for in vitro exposures at DETAILED ASSESSMENT OF THE DATABASE
2,450 MHz at an SAR of 33.8 W/kg. The conclusions of
the authors were that many of the positive clastogenicity The database listed in Table I contains 105 studies.
findings could be due to secondary thermal effects, and There are 65 in vitro studies, 28 mammalian in vivo stud-
if thermal effects are eliminated RFR alone is not capable ies, and 12 studies conducted in the fruit fly. Approxi-
of inducing chromosome damage. Berman et al. [1980] mately 73% (77/105) of the studies showed no evidence
attempted to provide similar information for germ cell of genotoxic activity. Studies designed to address basic
damage in vivo following exposures to 2,450 MHz RFR. research issues will be discussed separately from tests
The authors concluded that male rats exposed to RFR (5 considered relevant to a hazard assessment (e.g., standard
mW/cm2) from day 6 of gestation to 90 days of age were tests for mutation, chromosome alterations including sis-
not at risk for DNA damage to their sperm. Asanami and ter chromatid exchange, induction of DNA repair pro-
Shimono [1997] altered internal core body temperatures cesses, and tests for cell transformation). The following
of ddY male mice and measured the frequencies of mi- is a summary of results, by genetic endpoint, as assessed
cronuclei in bone marrow cells. They showed that 1 hr by the authors of the study reports.
at body temperatures of 39.57C and higher significantly
increased micronucleus frequency. HAZARD IDENTIFICATION/ASSESSMENT STUDIES

Gene Mutation
MACRO ASSESSMENT OF THE DATABASE

Thirty-four studies designed to measure the ability of
RFR to induce recessive or dominant mutations were con-Table II summarizes the qualitative responses in the

database, including the number of expected sporadic posi- ducted in a range of microbial systems (i.e., bacteria,
yeast, fungi), mammalian cell culture, and Drosophila.tive responses for specific assay types. With the exception

of two test types, dominant lethality in mice and in vivo There was only a single study that reported a positive
response [Blevins et al., 1980]. In this study, S. typhimu-clastogenicity, the actual incidence of positive responses

in the RFR database is close to the number expected from rium strains TA1535, TA1537, TA1538, TA98, and
TA100 were subjected to 2,450 MHz in a commercialsporadic responses. This suggests that the basis of concern

for RFR DNA damage is consistent with the response microwave oven. Increases in reversion were observed,
equally, in all five strains after Ç8–10 sec at 5,100 mW/variability expected for a large sample of studies. This

explanation is not intended to trivialize the interpretations cm2. In a control study, the same strains were incubated in
a waterbath set at temperatures ranging from 45–1007C.of the authors of the investigations summarized in Table

I, but it offers a plausible explanation for some of the Revertant frequencies increased starting at 657C in all
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strains but never reached the same magnitude as the fre- frequencies in the other five subjects were not signifi-
cantly increased over control levels.quencies observed following RFR. Blevins et al. [1980]

concluded that RFR is mutagenic due to its producing Two other studies examining the level of chromosome
aberrations in human populations exposed to RFR fromsingle-strand breaks that lead to basepair substitutions and

frame-shift alterations. It is clear that hyperthermia is able telecommunication transmission antennas did not find any
evidence of increased chromosome alterations [Garson etto induce mutations in all five tester strains and one might

hypothesize that there are synergistic effects between al., 1991; Maes et al., 1995].
A number of studies suffered from technical problemsRFR and heat. Because the investigators did not record

temperatures in the 13 1 100 mm tubes used to hold the (e.g., control of hyperthermia or appropriate study con-
trols) which dampened confidence in the interpretationbacterial cultures, one cannot exclude hyperthermia as the

primary factor in the observed increases. Failure to find of the data. This was true for several reported positive
responses. For example, the increases in aberrations re-reversion in S. typhimurium or other bacteria in studies

controlling for hyperthermia support this interpretation. ported by Alam et al. [1978] in CHO-K1 cells exposed
to 2,450 MHz were found only at 427C. When the expo-A summary of the gene mutation studies within the

database provides no convincing evidence supporting a sures were controlled for hyperthermia and temperatures
held at 297C, the level of aberrations in the treated popula-conclusion that RFR is capable of inducing mutation.
tion was not increased.

The increased incidence of SCE reported by Khalil et
al. [1993] in cultured human lymphocytes is also open toChromosome Alterations in Somatic Cells
question because the cultures were mitogenically stimu-
lated during exposure.The largest and most heterogenous subset of data sum-

marized in Table I deals with chromosomal alternations. Two other in vitro studies were reported in which tech-
nical issues affect the overall interpretation. Yao [1982]In vitro studies evaluated include those assessing struc-

tural aberrations, numerical alterations, micronuclei for- reported increases in aberrations in cultured rat kangaroo
cells but only after 20 passages of continuous exposuremation, and sister chromatid exchange (SCE) induction

in cultured human cells as well as several primary and to 2,450 MHz. It is difficult to establish a mechanism to
explain the late expression of accumulated damage. Acontinuous animal cell cultures. If SCE studies are ana-

lyzed independent from aberration studies, there is a study in which human lymphocyte cultures were exposed
to 954 MHz reported a shielded control population ofgreater than expected number of positive aberration stud-

ies based on the sporadic positive response issue de- cells with aberration levels approximately equal to the
exposed cells, indicating possible technical problems. Thescribed above. The data strongly support the conclusion

that induction of SCEs is not associated with RFR expo- aberration frequencies in both the shielded control and
the exposed cells were higher, however, than the culturesure. If in vitro genotoxicity studies (mutagenicity and

clastogenicity) are combined, the incidence of positives controls [Maes et al., 1995].
Two of the in vivo studies reported as being positivewas not higher than might be expected from sporadic

positives. were conducted with sample sizes too small to give reli-
able estimates of chromosome damage. Yao [1978] mea-The pattern of responses in vivo was similar to that

seen in vitro and, again, there was a greater than expected sured chromosome breakage in corneal epithelial cells of
Chinese hamsters exposed to 2,450 MHz RFR at powernumber of positive responses in studies measuring chro-

mosome aberrations, but not for SCE. densities of 100 mW/cm2 and 25 mW/cm2. Seventy-four
cells were examined from control animals. Only two ofAmong the studies listed in this group are three cytoge-

netic studies using cells collected from human popula- the six treated groups had more than 100 cells evaluated
for aberrations. The studies were considered positive ontions exposed occupationally to RFR. Information con-

cerning exposure metrics such as dose rates (SARs) is the basis of a single group achieving a significance level
of P Å 0.05.very limited in these studies.

The results of a study conducted by Garaj-Vrhovac et A second study in which Chinese hamsters were ex-
posed to 2,450 MHz RFR showed an increase in chromo-al. [1990b] measuring micronuclei and aberrations in ten

workers from a radar station reported that incidences of some ‘‘stickiness,’’ an irregularity hypothesized to affect
the mitotic process [Janes et al., 1969]. The level ofmicronuclei and aberrations in cultured lymphocytes from

exposed subjects were significantly increased. The publi- ‘‘stickiness’’ was high in the controls, suggesting that
it was a technical artifact. However, in the same studycation did not identify lifestyle factors which could influ-

ence the aberration levels in the control or treated groups, additional groups of animals were evaluated for aberra-
tions using sample sizes of 50 metaphase per group. Thereraising questions of potential bias. The increase in the

average micronuclei reported for that study was based on was no significant increase in chromosome aberrations in
the exposed animals.increases in only five of the ten exposed individuals. The
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Chromosome Damage in Mammalian Germ Cells molecular alterations. Some of these studies were not
conducted under conditions appropriate for hazard assess-

This group of studies includes studies of dominant le- ment and will be reviewed in a following section.
thality in mice and direct evaluation of aberrations in In summary, in vivo studies suggest some biological
mouse meiotic chromosomes. Dominant lethal effects are effects from RFR, but additional studies with more strin-
generally considered to be the consequence of chromo- gent environmental controls will be needed to exclude
some alterations in the germ cells of the exposed male hyperthermia as a cause.
mice.

The incidence of positive dominant lethal studies was
Cell Transformation Assayshigher than expected from sporadic positive responses,

suggesting that the intensity of RFR used in these studies The database contains three assays measuring the in-
was associated with alterations in reproductive perfor- duction of morphological cell transformation [Balcer-
mance or chromosome damage in the original studies. Kubiczek and Harrison, 1985, 1989, 1991]. The series of
The results of two studies reporting positive effects on studies consisted of treating mouse C3H/10T1/2 cells with
germ cells by Varma and Traboulay [1976] and Varma 2,450 MHz RFR a) alone, b) in combination with benzp-
et al. [1976] were not reproduced by Berman et al. [1980] yrene, and c) with the promoting agent TPA. RFR alone
nor by Cairnie and Harding [1981]. These latter investiga- did not induce cell transformation, whereas the combined
tors suggested that a combination of inappropriate evalua- exposures with benzpyrene or TPA did increase morpho-
tion methods and thermal effects were responsible for the logical transformation. While the mechanisms involved
reported positive effects. Goud et al. [1982] reported the in in vitro morphological transformation are not well un-
induction of dominant lethality and spermhead abnormali- derstood, derivatives of the technology in which cells are
ties with 2,450 MHz RFR at a power density of 170 mW/ exposed to co-carcinogenic exposures or are treated with
cm2 for 70 sec. This type of exposure would be reasonably promoting agents are even more difficult to interpret, es-
certain to increase temperatures in gonadal tissues. Leo- pecially in light of in vivo cancer studies in mice and
nard et al. [1983] reviewed the RFR dominant lethal liter- rats which failed to find co-carcinogenic or promoting
ature available at that time and concluded that the positive activities with RFR [Santini et al., 1988; Wu et al., 1989;
studies reported could be attributed to hyperthermia. Sev- Salford et al., 1993]. Preliminary results from more recent
eral recent studies by Saunders et al. [1988] and Beechey studies by Cain et al. [1997], in which C3H 10T1/2 cells
et al. [1986], in which hyperthermia was carefully con- were exposed to 836.55 MHz at SARs up to 7.8 W/g in
trolled, did not find any evidence for dominant lethality the presence of TPA, showed no increase in transformed
or meiotic chromosome damage in mice exposed to 2,450 foci. Data evaluation of combination exposures is not well
MHz RFR. While reports of positive dominant lethal stud- developed and the results of this study will be deferred
ies were higher than expected due to sporadic positive to the discussion of carcinogenic effects.
responses, the fact that most of the positive studies were
conducted without adequate control of temperature raises

BASIC MECHANISM STUDIESquestions concerning direct effects of RFR on germ cell
DNA. The contemporary studies measuring meiotic chro- RFR can cause chromosomes to uncoil. It is thought
mosome aberrations, spermhead abnormalities, and domi- that RFR may disrupt histone bonds, resulting in chromo-
nant lethal mutations were more careful in dosimetry mea- some uncoiling possibly leading to clastogenesis [Swi-
surements and were uniformly without genetic effects. cord and Czerski, 1984]. Other studies have suggested

Conversely, the possibility of some nonthermal effects that RFR will inactivate repressor molecules activating
from RFR at frequencies in the range of 2,000 MHz to gene expression and, therefore, affect cell differentiation.
10,000 MHz cannot be totally excluded. Swicord and Czerski [1984] studied the microwave ab-

sorption properties of DNA molecules in aqueous envi-
ronments. Purified DNA extracted from E. coli was sub-Induction of DNA Repair Processes
jected to RFR at 2,450 MHz. The results indicated that
DNA, specifically of certain lengths, absorbed micro-Eight in vitro studies have been conducted to determine

the ability of RFR to induce DNA damage that is subject waves more efficiently than water.
Further investigations reported by Sagripanti and Swi-to excision types of repair mechanisms (Table I). Among

this group are five studies conducted in microorganisms cord [1986] showed that RFR in the range of 2,000 MHz
to 9,000 MHz was absorbed by plasmid DNA. Using aand three in cultured mammalian cells. None produced

positive results. There was no evidence in the existing 5,480 basepair plasmid designated pUC8.c2, RFR expo-
sures of 2,000 MHz to 9,000 MHz produced both single-database that RFR induced or altered DNA repair. Of six

in vivo studies measuring DNA damage/repair conducted, and double-stranded DNA breaks. The exposures induc-
ing breaks were nonthermal, resulting in a temperaturefive suggested evidence of DNA strand breakage or other
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increase of no more than 0.87C. The method of exposure the effects are produced by hyperthermia. Other positive
studies among this subgroup are attributable to study de-consisted of inserting the open end of a coaxial antenna

into an aqueous sample containing the DNA molecules. sign deficiencies which may lead to sporadic positive re-
sults. Following a censoring of the database for studiesThe investigators found increases in strand breaks in both

sham-exposed (contact with the copper antenna) and with apparent technical or study design flaws, one finds
no strong evidence supporting concerns that RFR in theRFR-exposed DNA that exceeded the control DNA,

which never contacted the antenna. This demonstrated range of 30 MHz to 30,000 MHz poses a genetic hazard
to mammalian organisms. Responses at the molecularthat copper ions (cuprous only) were able to increase

DNA strand breakage in the absence of RFR and compli- level also lack a consistent pattern, although limited evi-
dence exists that RFR in the 2,000 MHz to 10,000 MHzcated the interpretation of the studies.

Other in vitro studies indicated that RFR exposures of range is absorbed by DNA leading to DNA breakage.
Whether these effects can be extrapolated to cellular dam-2,450 MHz at SAR of 50 W/kg or less stimulate DNA

and RNA synthesis and may, therefore, have effects on age has not been determined.
While the overall evaluation of the data does not rulecell proliferation [Cleary et al., 1990].

Reports of in vivo effects range from shifts in testicular out the possibility that some reported genotoxic effects
may be due to RFR exposure, the weight of evidenceDNA hyperchromicity and thermal profiles in mice ex-

posed to 2,450 MHz RFR [Varma and Traboulay, 1977] does not suggest a significant genetic risk associated with
radiation frequencies in the range associated with existingto alterations in the sequence of specific tandem repeats

found in mouse testicular and brain DNA [Sarkar et al., communications devices.
1994]. The mechanism(s) involved in these changes were
not identified but tentatively attributed to nonspecific ASSESSMENT OF RFR IN THE 800 MHZ

TO 2,000 MHZ RANGEstress and not to hyperthermia.
A recent study conducted by Lai and Singh [1995] Hazard Identification Studies

reports that acute, low-intensity RFR exposure to rats at
2,450 MHz induces single-strand breaks in brain DNA, The number of studies using RFR exposures in the

range of 800 MHz to 2,000 MHz constitutes only aboutas measured by gel electrophoresis (COMET assay). In-
terpretation of the results of this study was complicated 10% of the database listed in Table I. While the range

of interest extends to 2,000 MHz, no studies have beenby the fact that continuous exposure produced an increase
in breaks immediately following exposure, whereas the published to date with frequencies at 2,000 MHz. A sub-

stantial amount of new research on RFR is being con-increases following pulsed exposures were not seen until
4 hr postexposure. The extremely narrow range of ducted in this frequency range and preliminary data are

becoming available [Swicord, 1997]. While there is noCOMET tail lengths in the exposed animals was also
uncharacteristic of results from genotoxic agents evalu- reason to expect this frequency range would be any more

or less biologically active, the data were reviewed inde-ated in this test [McKelvey-Martin et al., 1993]. Mal-
yapa et al. [1997] reported, in an abstract, preliminary pendently.

The results of studies in the communication devicedata which failed to confirm the results of Lai and
Shingh [1995]. A recent abstract published by Roti Roti range are summarized in Table III. They involved in vitro

exposures to look for evidence of DNA breakage andet al. [1996] also failed to demonstrate DNA breakage
in the Comet assay with C3H 10T1/2 cells using 835 repair, increases in SCE or chromosome aberrations, or

cell transformation [Meltz et al., 1987, 1990b; Maes etand 847 MHz.
al., 1995; Roti Roti et al., 1996; Cain et al., 1997].

Studies of possible effects of RFR on repair includedWeight-of-Evidence Summary for the
studies of RFR on the induction of repair synthesis asComplete Database
well as the ability of RFR to interfere with the rate of
repair in cells with previously existing damage [Meltz etThe majority of studies conducted with RFR did not

demonstrate genotoxic effects. This is true for the full al., 1987]. The in vivo study measured SCE induction in
bone marrow cells [Brown and Marshall, 1982].range of RFR frequencies as well as the range more

closely associated with wireless communication devices. Among the ten studies listed in Table III, the only study
reporting a positive effect was one conducted at 954 MHzTests which measure gene mutation or recombinational

effects such as SCE appear to be unaffected by RFR in human lymphocyte populations [Maes et al., 1995].
The study consisted of splitting blood cultures from maleexposure. On the other hand, there appears to be a higher-

than-expected number of positive responses from tests and female donors into three samples. The treated samples
were exposed by placing the tubes 5 cm from the emittingwhich measure DNA disruptions, such as cytogenetic

analyses of somatic and/or germ cells. Closer inspection antenna for 2 hr. Temperature was maintained at 17 {
17C. The remaining samples were used for controls.of these positive studies indicates that at least some of
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TABLE III. Summary of Effects From Exposure to RFR Frequencies Ranging From 800–2,000 MHz

Endpoint System Frequency Result SAR Reference

Aberration CHO 1,200 MHz Negative 24.33 W/kg Meltz et al., 1990b
CHO 850 MHz Negative 14.4 W/kg Meltz et al., 1990b
Human lymphocytes 954 MHz Positive 1.5 W/kg Maes et al., 1995

SCE CHO 1,200 MHz Negative 24.33 W/kg Meltz et al., 1990b
CHO 850 MHz Negative 14.4 W/kg Meltz et al., 1990b
Mouse 800 MHz Negative 4 W/kg Brown and Marshall, 1982

DNA repair MRC-5 1,200 MHz Negative 4.5 W/kg Meltz et al., 1987
MRC-5 850 Mhz Negative 4.5 W/kg Meltz et al., 1987
C3H10T1/2 835 MHz and 847 MHz Negative — Roti Roti et al., 1996 (Abst.)

Cell transformation C3H10T1/2 836.55 MHz plus TPA Negative 7.8 W/kg Cain et al., 1997 (Abst.)

Sham-exposed samples were placed in a metal container al., 1992] did not show any increase in tumors. 915 MHz
RFR did not enhance the growth of glioma tumor cellsto shield them from RFR during the 2-hr period. Nonex-

posed controls were incubated in a room away from the injected into the brains of Fisher 344 rats [Salford et al.,
1993]. Most studies of co-carcinogenicity of RFR andantenna. Both the treated and sham-exposed cultures ex-

hibited increased levels of chromosome aberrations com- other agents have been negative [Wu et al., 1989]. Other
experimental work, such as that described in the Eu-pim1pared with the nonexposed controls. The investigators

were not able to explain the unexpected finding but sug- transgenic mouse model for tumor induction [Repacholi
et al., 1997] and the tumor acceleration models reportedgested that the metal container did not adequately shield

the cells from RFR. Apparently no measurements of RFR by Szmigielski et al. [1982], in which RFR was implicated
in tumor enhancement, complicate the picture.were taken from inside the metal container during the

study.

STUDIES OF CELLULAR AND MOLECULAR SUMMARY
INTERACTIONS FROM 800 MHz TO 2,000 MHz
EXPOSURE

The data included in this review are derived from stud-
ies which evaluate the toxicological effects of RFR, asVerschaeve et al. (in press) conducted a COMET assay
well as studies addressing basic biological responses toon lymphocytes of rats placed near a 954 MHz emitter.
RFR at the cellular and molecular level. A small numberThe rats showed increased COMET tails but the increases
of studies assessing the toxicological potential of RFRwere attributed to stress during the transport and collec-
have reported alterations in chromosome replication andtion processes. This group also examined human blood
structure. Gene mutation and recombinational endpointslymphocytes for COMET tails and found increases when
do not appear to be affected by RFR in the frequencythe blood samples were exposed within 5 cm of the an-
ranges tested.tenna. At distances exceeding 5 cm, the effect disap-

Adverse effects following exposure of organisms topeared. The investigators concluded that under restricted
high frequencies and high-power intensities of RFR ap-exposure conditions RFR is able to induce DNA strand
pear to be predominantly the result of hyperthermia; how-breakage, but that the conditions required for induction
ever, there may be some subtle effects on the replicationof the DNA damage are not relevant as indications of
and or transcription of genes under relatively restrictedhuman genetic risk. The study reported in an abstract by
exposure conditions [Stagg et al., 1997; Ivasvhuk et al.,Cain et al. [1997] consisted of combined RFR and TPA
1997]. In general, the data from a wide range of standardexposures to C3H 10T1/2 cells. There was no evidence
genetic test methods involving both mammalian and non-of cell transformation.
mammalian assays do not support the concern that RFR
poses nonthermal genotoxic risk to somatic or germ cellsCARCINOGENIC EFFECTS
of humans under normal exposure scenarios.

It is clear that additional confirmatory and new studiesWhile this review is not intended to cover carcinogenic
assessing the direct effects of RFR on DNA are needed.bioassays, it may be useful to determine whether the geno-
These studies must be conducted with more robust studytoxicity data and available carcinogenicity data are consis-
designs and with exposure systems accurately definingtent. Although adequate human epidemiology studies as-
dose and be capable of reducing and/or eliminating sec-sociated with RFR exposures have not been conducted,

animal cancer studies conducted at 2,450 MHz [Chou et ondary thermal effects.
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We have recently described frequency-dependent effects of mobile phone microwaves (MWs) of
global system for mobile communication (GSM) on human lymphocytes from persons reporting
hypersensitivity to electromagnetic fields and healthy persons. Contrary to GSM, universal global
telecommunications system (UMTS) mobile phones emit wide-band MW signals. Hypothetically,
UMTS MWs may result in higher biological effects compared to GSM signal because of eventual
‘‘effective’’ frequencies within the wideband. Here, we report for the first time that UMTS MWs affect
chromatin and inhibit formation of DNA double-strand breaks co-localizing 53BP1/g-H2AX DNA
repair foci in human lymphocytes from hypersensitive and healthy persons and confirm that effects of
GSM MWs depend on carrier frequency. Remarkably, the effects of MWs on 53BP1/g-H2AX foci
persisted up to 72 h following exposure of cells, even longer than the stress response following heat
shock. The data are in line with the hypothesis that the type of signal, UMTS MWs, may have higher
biological efficiency and possibly larger health risk effects compared to GSM radiation emissions. No
significant differences in effects between groups of healthy and hypersensitive subjects were observed,
except for the effects of UMTS MWs and GSM-915 MHz MWs on the formation of the DNA repair
foci, which were different for hypersensitive (P< 0.02[53BP1]//0.01[g-H2AX]) but not for control
subjects (P> 0.05). The non-parametric statistics used here did not indicate specificity of the
differences revealed between the effects of GSM and UMTS MWs on cells from hypersensitive
subjects and more data are needed to study the nature of these differences. Bioelectromagnetics
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INTRODUCTION

Microwave (MW) exposures vary in many param-
eters: power (specific absorption rate, incident power
density), wavelength/frequency, near field–far field,
polarization (linear, circular) continuous wave (CW)
and pulsed fields (pulse repetition rate, pulse width or
duty cycle, pulse shape, pulse to average power, etc.),
modulation (amplitude, frequency, phase, complex),
overall duration and intermittence of exposure (contin-
uous, interrupted), acute and chronic exposures. With
increased absorption of energy, thermal effects of micro-
waves are observed that deal with MW-induced heating.
Specific absorption rate (SAR) or power flux density (PD)
is a main determinant for the thermal MW effects. Many
other physical parameters of exposure have been
reported to be important for non-thermal biological
effects, which are induced by MWs at intensities well
below any heating. Reports of non-thermal effects
started appearing in the 1970s and have previously been
reviewed [Adey, 1981, 1999; Blackman, 1984, 1992;
Gründler et al., 1988; Iskin, 1990; Devyatkov et al.,
1994; Pakhomov et al., 1998; Belyaev et al., 2000;
Betskii et al., 2000; Banik et al., 2003; Grigoriev et al.,
2003; Grigoriev, 2004; Lai, 2005]. Some studies have
reported stress response in exposed cultured cells
[Kwee et al., 2001; Leszczynski et al., 2002; Blank
and Goodman, 2004; Czyz et al., 2004]. In other studies,
no effects of non-thermal microwaves were observed as
it has recently been reviewed [Meltz, 2003]. Depend-
ence of the MW effects on several physical parameters,
including frequency, polarization, modulation and
several biological variables could explain various out-
comes of studies with non-thermal MWs [Adey, 1981,
1999; Blackman, 1984, 1992; Belyaev et al., 2000;
Belyaev, 2005a]. Among other dependencies, the de-
pendence of non-thermal effects of MWs on frequency
has been reported [Pakhomov et al., 1998; Belyaev et al.,
2000]. Frequency-dependent interactions of MWs with
such targets as cellular membranes, chromosomal DNA,
radicals, proteins and ions in protein cavities may be
involved in effects of MWs [Ismailov, 1987; Belyaev
et al., 1992b; Chiabrera et al., 2000; Binhi, 2002; de
Pomerai et al., 2003; Ritz et al., 2004]. However, there is
substantial lack of knowledge in biophysical modeling
of MW-induced non-thermal biological effects.

It has been described that MWs under specific
conditions of exposure either inhibited repair of radiation-
induced DNA damage [Belyaev et al., 1992a,b,c,d, 1993]
or induced single- and double-stranded DNA breaks
(DSBs) [Lai and Singh, 1996; Lai and Singh, 1997]. The
mechanisms of these effects are not understood but could
be related to the induced changes in interaction of DNA
with proteins [Belyaev et al., 1999].

Several proteins involved in DNA repair and DNA
damage signaling such as phosphorylated H2AX (g-
H2AX) and the tumor suppressor TP53 binding protein
1 (53BP1) have been shown to produce discrete foci that
co-localize to DSBs [Rogakou et al., 1999; Schultz
et al., 2000; Rappold et al., 2001; Fernandez-Capetillo
et al., 2002; Sedelnikova et al., 2002; Kao et al., 2003].
These foci are referred to as DNA repair foci and their
identification is considered to be the most sensitive
technique to study DSB. This technique allows
measurement of a single DSB per cell.

The g-H2AX and 53BP1 proteins are phosphory-
lated in response to DNA damage providing a scaffold
structure for DSB repair [DiTullio et al., 2002].
According to the current model, this scaffold functions
by recruiting proteins involved in the repair of DSB
[Fernandez-Capetillo et al., 2002; Iwabuchi et al., 2003;
Kao et al., 2003]. The scaffold is organized on a
megabase-size chromatin domain containing a DSB
regardless of the repair pathway that is involved in
processing DSBs [Rogakou et al., 1999; Paull et al., 2000;
Mochan et al., 2004]. Thus, identification of DNA repair
foci provides ultimate sensitivity to detect DSBs regard-
less of the mechanism of their formation and repair.

We have recently described the effects of mobile
phone MWs of global system for mobile communica-
tion (GSM) on chromatin conformation and 53BP1/g-
H2AX DNA repair foci in human lymphocytes from
hypersensitive and healthy persons [Sarimov et al.,
2004; Belyaev et al., 2005; Markova et al., 2005]. These
data have shown that stress response, DNA repair
inhibition and/or DNA damage is induced by GSM
MWs under specific conditions of exposure and
dependent on carrier frequency. Contrary to GSM,
universal global telecommunications system (UMTS)
mobile phones emit wide-band, 5 MHz, signals. MWs
representing wide-band signal may hypothetically
result in higher biological effects since they may
include ‘‘effective’’ frequency windows, presumably
around 1–10 MHz, in the frequency range of mobile
communication, 200–2000 MHz [Sarimov et al.,
2004]. In our previous studies, we analyzed effects of
GSM MWs immediately after exposure. In the present
study we investigated effects of UMTS MWs in
comparison to the effects of GSM MWs within 72 h
post-exposure. Another aim of our project was to
compare the response of cells from hypersensitive and
healthy persons. In a Dutch study, the group of persons
recruited based on their experience of being sensitive to
MWs and the healthy control group reported reduced
well-being during exposure to UMTS MWs [Zwam-
bron et al., 2003]. The reported hypersensitivity in
humans to electromagnetic field (EMF) is a fairly new
phenomenon and the etiology of the phenomenon is not
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yet known. There are several symptoms that hyper-
sensitive people report when they are in the proximity of
different sources of EMF such as video display
terminals of personal computers, electrical appliances
or mobile phones. The symptoms are not specific to this
illness and there is no known pathophysiological
marker or diagnostic test [Hillert et al., 1999]. In
studies aimed at identifying possible health effects of
MWs it is of interest to include groups that may have an
increased sensitivity to this exposure. Therefore, cells
were included in this study from persons who, based on
their own experience and ill health, report to have such
hypersensitivity.

MATERIALS AND METHODS

Donors and Blood Samples

Blood samples were obtained from five healthy
donors and five patients reporting hypersensitivity to
EMF. Patients referred to the Department of Occupa-
tional and Environmental Health, Stockholm County
Council, who reported hypersensitivity to EMF includ-
ing microwaves from mobile phones were asked to
participate in the study. The first patients to give consent
to participate were included in the study.

The group reporting hypersensitivity to EMF
consisted of four women and one man, 28–49 years
old (Table 1, Supporting Information). Control healthy
subjects were matched by age (�6 years) and gender. In
the hypersensitive group one person was working, one
was unemployed and three persons were on sick leave or
received sickness compensation. Aforementioned hyper-
sensitive persons were sick because of hypersensitivity to
EMF, that is, no other causes of their ill health were
identified in the medical work-up. There were no
smokers among the participants and no subject was on
any regular medication. All hypersensitive subjects
reported symptoms triggered by electrical equipment
including mobile phones that were not sources of light (in
all five cases) and were characterized with regard to the
symptom profile, triggering factors, time relation and
avoidance behavior [Hillert et al., 1999]. In all pairs, the
hypersensitive person scored higher than the matched
control in the questionnaire on symptoms; mean score 86
compared to 12 (29 symptoms scored 0–4 for frequency
and severity, maximum score 232) [Hillert et al., 1998].
In four of the persons reporting hypersensitivity to EMF
the neurovegetative symptoms headache, fatigue and
difficulties concentrating were more pronounced than
skin symptoms. The mean score per question and person
for neurovegetative symptoms was 2.3 in the hyper-
sensitive group and 0.4 in the control group (maximum
4). The corresponding score for skin symptoms in the

face and upper chest were 1.7 and 0.1, respectively. In all
cases of reported hypersensitivity the symptoms were
experienced within 24 h after exposure to a reported
triggering factor, in most cases within 1 h. All patients
reported that they tried to avoid triggering factors.

Fresh blood samples from persons reporting
hypersensitivity and matched controls were coded and
all data were analyzed in blind. Ethical permission was
obtained from the Ethic Committee of the Karolinska
Institutet, Stockholm, Sweden.

Chemicals and Reagents

Reagent grade chemicals were obtained from
Sigma–Aldrich (St. Louis, MI) and Merck (Darmstadt,
Germany). Double cytoslides coated with polylysine
and cytoslide chambers were purchased from Shandon
(Pittsburg, PA). Anti-53BP1 mouse antibody was
kindly provided by Dr. T. Halazonetis, The Wistar
Institute, University of Pennsylvania, Philadelphia, PA,
USA. The antibody recognizes the C-terminal domain
of the protein that corresponds to the BRCT domains.
Anti-Phosphorylated histone H2AX (g-H2AX) rabbit
antibody was purchased from Trevigen-BioSite (Täby,
Sweden).

Cells

Lymphocytes were isolated 30 min after drawing
the peripheral blood by density gradient centrifugation
in Ficoll-Paque (Pharmacia LKB, Uppsala, Sweden)
according to the manufacturer’s instructions. The cells
were transferred to basal medium (BM): RPMI 1640
medium supplemented with 10% fetal bovine serum
(FBS), 2 mM L-glutamine, 100 IU/ml penicillin,
100 mg/ml streptomycin (Gibco, BRL, Gaithersburg,
MD) at 5% CO2 and 37 8C in a humidified incubator.
Adherent monocytes were removed by overnight
incubation of the cell suspension in culture flasks
(Falcon) at the cell density of 3� 106 cells/ml in the
volume of 10–40 ml. After this incubation, the cells in
suspension were collected by centrifugation. The cell
density was adjusted to approximately 2� 106 cells/ml
in fresh BM and the lymphocytes were pre-incubated
for 2 h at 37 8C before exposure. The viability of cells
was always above 98% as measured with trypan blue
exclusion assay at the beginning of exposure and the
fraction of blue cells did not exceed 10% at the end
of cultivation. At different time points, samples were
taken for assessment of apoptotic morphological
changes. After staining with fluorescent dyes (acridine
orange and propidium iodide), the cells with morpho-
logical changes characteristic for apoptosis, such as
chromatin condensation, fragmentation of nuclei and
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nuclei shrinkage, were scored by using fluorescence
microscope as previously described [Belyaev et al.,
2001].

Cell Exposure

Two samples with lymphocytes from matched
hypersensitive and healthy persons, were simultane-
ously exposed to either GSM (905 MHz or 915 MHz) or
UMTS (1947.4 MHz, middle channel), output power
being the same, 0.25 W. Exposure of cells in 14 ml
round-bottom tubes (Falcon), to GSM and UMTS MWs
were performed using two specially designed instal-
lations, each based on a transverse electromagnetic
line cell (TEM-cell) and a test mobile phone. The
construction of the TEM-cells allowed relatively
homogeneous exposure of samples in these specific
frequency ranges [Martens et al., 1993; Malmgren,
1998]. Cells from each person were exposed at each
exposure condition once in one tube.

All exposures were performed at 37 8C in a CO2-
incubator, in Falcon tubes, 2.5 ml of cell suspension per
tube, 2� 106 cells/ml. Duration of all exposures was
1 h. Lymphocytes were exposed to MWs using either a
GSM900 test-mobile phone (model GF337, Ericsson,
Lund, Sweden) or a UMTS/GSM test-mobile phone
(model 6650, Nokia, Helsinki, Finland) as previously
described [Sarimov et al., 2004; Belyaev et al., 2005].
The output of each phone was connected by the coaxial
cable to the correspondent TEM-cell. For GSM900
exposure we used the channels 74 and 124 with the
frequencies of 905 and 915 MHz, respectively. The
GSM signal included standard modulation, Gaussian
Minimum Shift Keying (GMSK). Discontinuous trans-
mission mode was off during all exposures. For UMTS
exposure we used 1947.4 MHz middle channel, 5 MHz-
wide band. The UMTS signal included standard
modulation, Quadrature Phase Shift Keying (QPSK).
Voice modulation was applied neither in GSM nor in
UMTS exposures. The power was kept constant during
exposures to GSM and UMTS as monitored on-line
using either a power meter (Bird 43, Bird Electronic,
Cleveland, OH) or a power meter (Hewlett-Packard
435A, Palo Alto, CA), respectively.

The specific absorption rate (SAR) was deter-
mined by measurements and calculations. Transmitted
and reflected power was measured using a power meter
(Hewlett-Packard 435A) and a coaxial directional
coupler (Narda 3001-20, Hauppage, NY). A signal
generator (Agilent 7648C, Santa Rosa, CA) connected
to a power amplifier (Mini-circuit ZHL-2-8-N, Brook-
lyn, NY) was used. The SAR was calculated from the
absorbed power and the mass of the sample to be
37 mW/kg for the frequency of 915 MHz and 40 mW/kg
for the frequency of 1947 MHz. Good correlation

between these measurements and calculations using the
finite different time domain (FDTD) method has been
observed [Sarimov et al., 2004]. The SAR value varied
from 15 to 145 mW/kg at different locations of the
exposed samples as calculated with FDTD using
0.75 mm� 0.75 mm� 0.75 mm size cells. More than
50% of cells had SAR values between 20 and 40 mW/
kg. The measurement uncertainty budget for our setups
has been accessed according to Nikoloski et al. [2005].
The uncertainty budget of the exposures did not exceed
48% with a confidence level of 95%. Taking into
account all possible uncertainties, the SAR values in all
cells were always well below thermal effects. Changes of
frequency by 10 MHz change neither the SAR value nor
the SAR variation in the exposed samples. In our TEM-
cells, the measured power loss did not exceed 1.2% and
that could not cause any temperature rise. Our TEM-cells
were well ventilated through the special holes in the
wooden cages of the TEM-cells. Temperature was
measured in the MW-exposed samples before, during
and after exposure with a precision of 0.1 8C. No changes
in temperature were induced during exposures.

Sham exposures were performed in the same
TEM-cells as MW exposures with MW power off. The
order of MW- and sham-exposures was randomized
among sessions. In each experiment and for each donor,
the sham exposures were performed in duplicate, in the
TEM-cell for GSM exposure and in the TEM-cell for
UMTS exposure. No differences were observed
between sham-exposed samples (sham–sham expo-
sures) and the data from two sham exposures were
pooled for comparison with exposed samples. The 1-h
heat treatment in a water bath, 41 8C, was used as a
positive control for stress response. As a positive
control for genotoxic effect, the cells were irradiated
with 137Cs g-rays, 3 Gy, using a Gammacell 1000
(Atomic Energy of Canada, Ottawa, Canada) source.
The dose rate was 10.6 Gy/min.

AVTD Measurements

The conformation of chromatin was studied by the
method of anomalous viscosity time dependencies
(AVTD). This technique was shown to be a sensitive
assay to measure genotoxic effects and stress response
[Belyaev et al., 2001; Sarimov et al., 2004; Torudd et al.,
2005]. Cell lysis was performed immediately after
exposure as has been previously described [Belyaev
et al., 1999]. Briefly, lymphocytes were lysed in
polyallomer centrifuge tubes (14 mm, Beckman, Full-
erton, CA) by addition of 3.1 ml lysis solution (0.25 M
Na2EDTA, 2% (w/v) sarcosyl, 10 mM Tris-base,
pH 7.4) to 0.1 ml of cell suspension. The lysates were
prepared in triplicate and kept at 23 8C for 4 h in
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darkness before AVTD measurements. The AVTDs
in lysates were measured using an AVTD-analyzer
(Archer-Aquarius, Moscow, Russia) as described
previously [Belyaev et al., 1999]. The AVTDs were
measured at the shear rate of 5.6 s�1 and shear stress of
0.007 N/m2. For each experimental condition, AVTD
was measured in three replicates. AVTD parameters
were described in detail previously [Belyaev et al.,
1998, 1999]. Briefly, the AVTD is characterized by
three main parameters: (1) maximum value of viscosity;
(2) area under AVTD, and (3) time for maximum
viscosity. All these parameters depend on conforma-
tion, rigidity and molecular weight of nucleoids
[Belyaev et al., 1999]. Normalized relative viscosity
(NRV) measured as normalized ratio of maximum
viscosities in exposed and sham-exposed samples is the
most sensitive parameter and was used here to
characterize condensation of chromatin.

Immunostaining and Foci Analysis

Immediately after exposure, the cells were placed
on ice for 1 h to prevent repair of eventual DSBs.
Cytoslide samples were prepared by using cytospin
centrifugation according to the manufacturer’s instruc-
tions (Shandon). The immunostaining was performed
according to Schultz et al. [2000] with some modifica-
tions. Cells were fixed in cold 3% paraformaldehyde in
PBS, pH 7.4, permeabilized with cold 0.2% Triton
X-100 in PBS (for 15 and 10 min, respectively), stained
with primary mouse antibody 53BP1 (1:20) and
primary rabbit antibody g-H2AX (1:100) prepared in
2% FBS in PBS for 1 h, followed by 3 washes in cold
PBS and incubated for 1 h with secondary goat anti-
mouse IgG (HþL) antibody conjugated with Alexa
fluor 488 (Molecular Probes, Eugene, OR) together
with goat anti-rabbit IgG (HþL) antibody conjugated
with Alexa fluor 555 (Molecular Probes), both in 2%
FBS and in 1:200 dilution, followed by 3 washes in cold
PBS. After 20 min DNA staining in ToPro (3-iodide, 1
mM stock solution in DMSO, Molecular Probes) and
5 min washing in PBS, cytoslides were mounted with
equilibration solution and antifade reagent (Slow fade
Light Antifade Kit, Molecular Probes) and sealed with
cover slides. The images were recorded from 5 to 10
fields of vision that were randomly selected from two
slides on the confocal laser scanning microscope Zeiss
Axiovert 100 M using the planapochromat 63�/1.4-
numerical-aperture oil immersion objective and the
LSM 510 software. Optical magnification was 630.
Through-focus maximum projection images were
acquired from optical sections 1.00 mm apart and with
a section thickness of 2.00mm in the Z-axis. Resolutions
in the X- and Y-axis were 0.20 mm. Five optical sections

were usually obtained for each field of vision and the
final image was obtained by projection of all sections
onto one plane. For each independent exposure experi-
ment and for each exposure condition (subject, type of
exposure, duration after exposure), 300–600 cells were
analyzed.

Spatial co-localization of 53BP1 and g-H2AX
foci was analyzed in all cells and samples as previously
described [Markova et al., 2007]. Briefly, at least
partially overlapping foci were considered to co-
localize while co-localization was not counted in the
cases of a distinct gap between 53BP1 and g-H2AX
foci.

Statistical Analysis

We set the statistical power to 0.80 based on
previously obtained data on effects of GSM MWs on
human lymphocytes [Sarimov et al., 2004; Belyaev
et al., 2005]. The data were analyzed with the Mann–
Whitney U-test, Kruskal–Wallis test or by the Wil-
coxon matched pairs signed rank test. A correlation
analysis was performed using Spearman rank order
correlation test. Results were considered as signifi-
cantly different at P< 0.05.

RESULTS

Chromatin Conformation

Irradiation with 3 Gy resulted in a statistically
significant 3-fold increase in AVTD dealing with
radiation-induced relaxation of chromatin (data not
shown). In Table 2 (Supporting Information), primary
data for all subjects obtained immediately after
exposure to MWs are provided to document the
variability in responses between different exposures/
subjects. These data indicate possible individual
variability in the effects. However, this conclusion
seems to be premature. Repeated experiments with cells
from the same donors are needed to prove individual
variability; this was not the aim of our study. In those
cases where heat shock significantly affected cells
(donors 314, 315, and 906) a decrease in NRV that
corresponds to chromatin condensation was observed
immediately following 1 h treatment. MWs at the
frequency of 915 MHz induced significant chromatin
condensation in cells of four subjects (314, 315, 809,
and 906) (P< 0.05, Mann–Whitney U-test). Signifi-
cant decrease in NRV was also observed after exposure
to MWs at 905 MHz in cells from three donors (314,
315, and 413). UMTS MWs at 1947.4 MHz resulted in
significant condensation only in cells from donor 314.
These data suggested that effects of MWs might be
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frequency-dependent and various responses might be
observed in cells from different individuals.

Although statistically significant chromatin con-
densation was observed in cells from some donors at
all treatment conditions immediately after exposure
(Table 2, Supporting Information), no such consistent
response was seen 24 h following exposure to MWs
when chromatin could be either condensed or decon-
densed (not shown). We tested the hypothesis that
effects of different treatments would differ between
groups of hypersensitive and normal persons using
Wilcoxon matched pairs signed rank test. Only four
matched pairs were included in this analysis because no
cells from donor 801 were available to study changes in
chromatin conformation by the AVTD technique. No
statistically significant differences in the effects on
chromatin conformation were seen, P> 0.05, between
cells from control and hypersensitive groups as
measured after all treatment conditions either immedi-
ately or 24 h following exposure. Therefore, the data
pooled from all subjects, normal and hypersensitive,
were analyzed for each treatment condition (Fig. 1).
Based on the pooled data, statistically significant
chromatin condensation was found in lymphocytes
immediately after MW exposure at 915 MHz and heat
shock at 41 8C (P< 0.05, Mann–Whitney U-test). From
all treatments, only heat shock resulted in significant
effects (P< 0.02, Mann–Whitney U-test) in the pooled
data obtained 24 h following treatments (Fig. 1).

53BP1/g-H2AX Foci

Irradiation of lymphocytes with 3 Gy resulted in a
statistically significant increase in 53BP1/g-H2AX foci
dealing with radiation-induced DSBs, around 10 foci/
Gy/cell as analyzed 1 h post-irradiation (data not shown).

For three control donors, the data were obtained up to
72 h after irradiation of lymphocytes with doses of 0.5, 1,
and 2 Gy providing clear dose response and time kinetics
for radiation-induced 53BP1/g-H2AX (data not shown).
These data will be analyzed elsewhere. Typical images
of lymphocytes with DNA repair foci under various
treatment conditions are shown in Figure 2. The primary
data obtained from cells of each subject immediately
after 1 h exposure are shown in Tables 3A and 4A
(Supporting Information). We observed a distinct MW-
induced reduction in the level of 53BP1 and g-H2AX
foci both in cells from control and hypersensitive
subjects in response to 915 MHz. UMTS MWs also
consistently reduced 53BP1 foci in cells from all
subjects and reduced g-H2AX foci in most subjects.
Very similar reductions in 53BP1/g-H2AX foci were

Fig. 2. Panels show typical images of fixed human lymphocytes (counterstained in blue with
ToPro-3-iodide) from hypersensitive (subject 412) andmatched healthy subject (subject 413) with
53BP1 foci (stained in green with Alexa fluor 488 and designated by arrows) as revealed by im-
munostaining and confocal lasermicroscopy.Fociwere seen in sham-exposed cells. Significantly
fewer fociwereobservedafter1-hexposuretoGSMMWsat 915MHz,UMTSMWsat1947.4MHzand
heat shock, 41 8C (Table 3). [The color figure for this article is available online at www.interscience.
wiley.com.]

Fig. 1. The conformation of chromatinwas studied by themethod
of anomalousviscosity time dependencies (AVTD) in five experi-
ments with lymphocytes from nine subjects, four hypersensitive
and fivehealthysubjects.Normalizedrelativeviscosity (NRV) was
used to characterize condensationof chromatin.Foreach subject
and treatment condition the AVTDmeasurementsofexposedand
sham-exposed samples were performed in triplicate. Data are
shownasmeanandstandarddeviation (SD).Inthisfigureandother
histograms,P-valuesbelong tobarsthat are situatedbelow.
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observed in lymphocytes from control and hyper-
sensitive subjects in response to heat shock at 41 8C
(Tables 3A and 4A, Supporting Information).

The response to 905 MHz was not consistent
among subjects and either increase or decrease in
amount of 53BP1 and g-H2AX foci or no effect was
observed dependent on subject (Tables 3 and 4,
Supporting Information). In particular, a statistically
significant induction of g-H2AX was seen in cells from
donor 907, suggesting that 905 MHz may induce
DSBs in cells from this donor (Table 4, Supporting
Information).

There was no statistically significant difference
in effects between groups of hypersensitive and
healthy persons (P> 0.05, Wilcoxon matched pairs
signed rank test) under all conditions of exposure. All
data were pooled and highly significant inhibitory
effects on formation of DNA repair foci were found as
analyzed immediately after 1 h exposure to UMTS, 915
MHz and heat shock (Tables 3A and 4A, Supporting
Information; Fig. 3).

The most striking observation was that these MW-
induced inhibitory effects continued up to 3 days
following 1 h exposure to MWs (Fig. 3). This long-
lasting inhibition of the 53BP1/g-H2AX foci was
consistently observed in lymphocytes from both control
and hypersensitive subjects in response to GSM MWs at
915 MHz and UMTS MWs (Tables 3B and C and 4B
and C; Supporting Information). Responses to these
MW exposures were stronger than response to heat
shock at 41 8C that tended to disappear and was not
statistically significant as analyzed 3 days following
exposure (Tables 3C and 4C, Supporting Information;
Fig. 3). The viability of cells was always above 98% as
measured with trypan blue exclusion assay at the
beginning of exposure and the fraction of blue cells did
not exceed 10% at the end of cultivation. Apoptosis
varied from 5% at the beginning to 20% at 72 h after
beginning cultivation. These data are in line with
previously published results [Torudd et al., 2005].
Despite increasing level of apoptosis, the inhibition of
DNA repair foci was observed in a majority of cells at
all time points showing that the observed effects did not
correlate with onset of apoptosis. No activation of
lymphocytes was observed by analysis of cell morphol-
ogy and DNA content using obtained images of sham-
exposed and MW-exposed lymphocytes. Therefore,
inhibitory effects were unlikely to be caused by
activation of lymphocytes or by alternation of cell
cycle distribution from G0 to G1-S-phases.

Similar to the data obtained immediately after
exposure, the response to 905 MHz was not consistent
among subjects, and either an increase or decrease in the
amount of foci was observed 24 and 72 h after exposure

Fig. 3. 53BP1 foci (A), g-H2AX foci (B), and co-localization of
53BP1/g-H2AX fociasnormalized to amount of g-H2AX foci (C) in
human lymphocytes immediately (0 h), 24 and 72 h following ex-
posure to GSM MWs at 905 and 915 MHz, UMTS MWs at
1947.4MHz,andheatshockat41 8C,asmeasuredbyimmunostain-
ing and confocal laser microscopy. Mean values for cells from
10subjects (fivehypersensitiveandfivematchedhealthysubjects)
and standard deviations are shown. Three hundred to 600 cells
from5 to10 imageswereanalyzedper treatmentconditionforeach
subject. P-values are shown for those treatments that were
statistically significantly different from sham-exposure as
analyzedby theWilcoxonmatchedpairssignedrank test.
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(Tables 3B and C and 4B and C, Supporting
Information). Interestingly, g-H2AX was statistically
significantly induced by exposure to 905 MHz in cells
from donor 907 as analyzed 24 h following exposure.
This observation was in line with the induced level of
foci as observed in cells of this donor immediately after
exposure (Table 4, Supporting Information). Similar
increases in 53BP1 foci, although statistically insignif-
icant, were seen in cells from this donor (Table 3,
Supporting Information).

For each group of subjects, we verified the hypo-
thesis that MW exposure affects formation of 53BP1
and g-H2AX foci. For this purpose, we compared
effects of microwave exposures with sham (multiple
comparisons of sham, 905, 915, and 1947.4 MHz) using
the Kruskal–Wallis ANOVA by ranks. This multiple
comparison showed that MWs affected both 53BP1 and
g-H2AX foci in cells from both hypersensitive and
matched control persons at very high significance levels
(Table 5, Supporting Information). Even stronger
significance levels were obtained if the data from two
groups were pooled and analyzed together with the
Kruskal–Wallis ANOVA by ranks. These data show
that the MW exposures as used in this study signifi-
cantly affect the formation of DNA repair foci in human
lymphocytes.

We next verified the hypothesis that the effects of
GSM MWs are frequency-dependent. This was done by
comparison of MWeffects at 905 MHz and 915 MHz in
cells from both hypersensitive and matched control
persons by the Mann–Whitney U-test or Wilcoxon
matched pairs signed rank test when applicable. This
comparison showed that GSM MWs inhibit formation
of the 53BP1/g-H2AX foci dependent on frequency in
cells from both normal and hypersensitive subjects
(Table 6, Supporting Information).

We also tested whether effects of GSM MWs
at the effective frequency of 915 MHz were the same
as effects of UMTS MWs (Table 7, Supporting
Information). Comparison of the MW effects on cells

from hypersensitive subjects and matched control
healthy persons was performed by the Wilcoxon
matched pairs signed rank test. This comparison
demonstrated that the effects of UMTS MWs and
GSM MWs at 915 MHz on the formation of the
53BP1/g-H2AX DNA repair foci were different for
hypersensitive (P< 0.02 for 53BP1 and P< 0.01 for
g-H2AX, respectively) but not for control subjects
(P> 0.05). The non-parametric statistics used here do
not indicate the specificity of the differences between
the effects of GSM and UMTS MWs on cells from
hypersensitive subjects.

For all treatment conditions, a correlation
between 53BP1 and g-H2AX foci was observed
(R> 0.5, P< 0.000001, Spearman rank order correla-
tion test) both in cells from control and hypersensitive
subjects. However, the majority of 53BP1 and g-H2AX
foci did not co-localize as the co-localization did not
exceed 5% (Fig. 3C). These data are in line with
results of our previous publications showing very low
co-localization of g-H2AX and 53BP1 foci in normal
human lymphocytes and primary human fibroblasts
[Markova et al., 2005, 2007]. Figure 4 shows that
the majority of 53BP1 and g-H2AX foci do not
co-localize.

DISCUSSION

It is widely accepted that g-H2AX and 53BP1
foci mark the locations of DSBs. Quantitative
analysis of these foci show that these and other
markers of DSB repair co-localize in the majority of
DNA repair foci induced by radiations and genotoxic
chemicals [Sengupta et al., 2004; Lee et al., 2005;
Bocker and Iliakis, 2006; Markova et al., 2007].
However, this co-localization is usually only partial
and, to our knowledge, 100% co-localization has never
been established by quantitative analysis. We confirm
here our previously reported finding that the majority

Fig. 4. Typical image showing the lackof co-localization betweenmajorities of 53BP1and g-H2AX
fociisshowninsham-exposedlymphocytesfromonecontroldonor. [Thecolor figure for thisarticle
isavailableonlineatwww.interscience.wiley.com.]
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of 53BP1 and g-H2AX foci do not co-localize in either
untreated or MW/heat-shock treated lymphocytes
[Markova et al., 2005]. Similarly, a low level of
53BP1 and g-H2AX foci co-localization was observ-
ed in untreated primary human VH-10 fibroblasts
[Markova et al., 2007]. However, radiation-induced
foci showed significant co-localization that was
dependent both on dose and post-irradiation time
[Markova et al., 2007]. Perhaps different marker
proteins have different kinetics of binding to and
remaining at the locations of DSBs that may be de-
pendent on treatment dose, post-treatment time, origin
of DSB and cell type.

It has previously been shown that non-thermal
MWs affected conformation of chromatin in E. coli
cells, rat thymocytes and human lymphocytes under
specific conditions of exposure [Belyaev et al., 2000,
2005; Markova et al., 2005]. Usually, in human
lymphocytes, non-thermal MWs transiently condensed
chromatin in contrast to decondensation, which has
been observed immediately after genotoxic impacts
such as ionizing radiation [Belyaev et al., 1999, 2001;
Torudd et al., 2005]. The AVTD data obtained in this
study are in line with the data published previously.
GSM MWs at 915 MHz resulted in statistically
significant and transient condensation of chromatin
similar to condensation induced by heating (Table 2,
Supporting Information). No heating was induced in
samples exposed to MWs. The SAR values at different
locations of the exposed samples were always well
below thermal effects. Therefore, the MWeffects could
not be attributed to the heating, although a similar
response was observed both after MW exposure and
heat shock. This similarity indicates that MW exposure
at 915 MHz is a stress factor for human peripheral blood
lymphocytes. Stress response proteins and particularly
hsp70 was activated by MWs of mobile phones in
some previous studies as measured by Western blot
[Kwee et al., 2001; Weisbrot et al., 2003] and even
candidate gene sequences in molecular mechanism of
this stress response were identified [Blank and Good-
man, 2004]. Notably, both responses to heating and
non-thermal MWs varied among donors, suggesting
individual variability in chromatin condensation induc-
ed by these factors. In general, the effects of heating
and MWs on chromatin condensation were less
pronounced compared to the effects on DNA repair
foci (Tables 2–4, Supporting Information).

We have recently described the effects of MWs
from GSM mobile phones on 53BP1/g-H2AX DNA
repair foci in human lymphocytes [Belyaev et al., 2005;
Markova et al., 2005]. GSM MWs at 915 MHz inhibited
the formation of the DNA repair foci in lymphocytes
from hypersensitive and control subjects [Belyaev et al.,

2005; Markova et al., 2005]. Here, we extend the
previously published data and report that exposure to
GSM MWs at 915 MHz consistently inhibits formation
of the 53BP1/g-H2AX DNA repair foci in cells from 26
tested hypersensitive and normal persons. The preva-
lence of women among persons reporting hyper-
sensitivity to electromagnetic fields, around 70%, is
typical for Sweden. The ratio of women:men in this
study, 8:2, represents the prevalence of women. Effects
of UMTS MWs were observed in all eight samples
obtained from women. Therefore, the UMTS findings
seem to be general for women. There are reports that
non-thermal effects of MWs may be gender-dependent
[Belyaev, 2005a]. Thus, more data are needed to
complement our finding on the UMTS effects on
lymphocytes from men. Our findings regarding effects
of GSM MWs at 915 MHz on chromatin conformation
and DNA repair foci seem to be general with respect to
gender because these effects were observed in cells
from both men and women as has been shown in this
paper and previously [Belyaev et al., 2005; Markova
et al., 2005].

Our previous data have shown that MWs at
specific frequencies inhibit repair of radiation-induced
DNA damage in E. coli cells [Belyaev et al., 1992b,
1993]. Thus, our working hypothesis was that a
decrease in 53BP1/g-H2AX foci could be a manifes-
tation of the inhibitory effects of MW on repair of
spontaneous DSBs. Notably, both 53BP1 and g-H2AX
foci are similarly inhibited by heat shock and MWs
from mobile phones. This inhibition may be caused by a
decrease in accessibility of DSBs to proteins because of
stress-induced chromatin condensation. The molecular
mechanisms of the inhibitory effects observed here may
also include downregulation of 53BP1 or delocalization
of this protein from DNA repair foci. Analysis of these
mechanisms was not within the scope of this study.
While molecular mechanisms are unknown, the
obtained data have clearly shown that MW from mobile
phones, similar to moderate hyperthermia, can signifi-
cantly inhibit DNA repair in human lymphocytes.
Disruption of the balance between cellular repair
systems and DNA damage may be of significant
importance in the genotoxic effects of GSM/UMTS
mobile communication including genomic instability
and cancer [Galeev, 2000].

In contrast to 915 MHz exposures, MWs at
905 MHz did not affect cells in most cases. However,
905 MHz could either decrease or increase the amount
of foci in cells from some subjects. Similar interindi-
vidual variability for the 905 MHz effects was observed
in a previous study, where 905 MHz MWs induced
DNA repair foci in cells of 4 donors out of 10 [Markova
et al., 2005]. Does this mean that 905 MHz exposures
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induced DSBs in those cases where foci increased? The
data obtained here neither exclude nor directly support
such a possibility. Replicated experiments with cells
from the same donors may provide information
regarding the nature of this variability in response
to 905 MHz. Stronger variability of MW effects at
905 MHz compared to effects at 915 MHz provides
additional evidence of the importance of carrier
frequency in studies of MW effects.

It should be noted that the formation of DNA
repair foci involves phosphorylation of 53BP1/g-H2AX
proteins [DiTullio et al., 2002; Fernandez-Capetillo
et al., 2002]. It is thus possible that the observed effects
of MWs and heat shock at the level of 53BP1/g-H2AX
foci formation were due to a change in phosphorylation.

Some recent publications show that heat shock
can induce formation of g-H2AX foci in cultured cells
[Takahashi et al., 2004; Kaneko et al., 2005]. Mecha-
nisms of this induction are not known. The strongest
effects were observed in cancerous S-phase cells that
usually have very high background levels of g-H2AX
foci, up to 20 foci/cell. It is therefore supposed that heat
affects replication resulting in formation of DSBs at the
replication forks [Takahashi et al., 2004]. However, this
mechanism cannot account for our findings because we
used primary human lymphocytes in G0 with relatively
low background levels of foci, up to 2 foci/cell.
Differences in cell type and stage of cell cycle may
provide an alternative explanation for the discrepancies
in our findings and the aforementioned literature data.
This suggestion is supported by a recent publication
where the authors did not observe induction of g-H2AX
foci by heat shock in cultured human amnion FL cells
[Zhou et al., 2006]. It is interesting to note here, that
effects of heat shock on chromatin as measured with
AVTD technique in primary G0 human lymphocytes,
had a nonlinear dependence on temperature within 40–
45 8C [Sarimov et al., 2004]. Contrary to chromatin
condensation that was induced in human lymphocytes
at 40–42 8C and 0.5–2 h treatment, chromatin
decondensation was observed at heat shock with higher
temperature and longer duration of treatment. It may be
another reason for discrepancies between data. Indeed,
inhibitory effects of heat shock on g-H2AX foci were
observed at 41 8C and one-two h treatment in our
studies. The temperature-dependent induction of
H2AX phosphorylation was observed at temperatures
of more than 41.5 8C and at longer durations of
treatment [Takahashi et al., 2004].

Significant variations in the response of cells were
observed in both hypersensitive and control groups of
subjects. This investigation and previous studies
[Belyaev et al., 2005; Markova et al., 2005] provide
unequivocal evidence that MWs from mobile phones

induce adverse effects in lymphocytes from hyper-
sensitive and healthy subjects. However, the only
difference between the groups was found here by
comparing the effects of UMTS MWs and GSM MWS
at 915 MHz on the formation of the 53BP1/g-H2AX
DNA repair foci (Table 7, Supporting Information).
These effects were different for hypersensitive but not
for control subjects. The non-parametric statistics that
were used do not reveal the specificity of the differences
between the effects of GSM and UMTS MWS on cells
from hypersensitive subjects. More data are needed to
study the nature of these differences.

In general, the comparison of pooled data
obtained with all treatments did not show significant
differences between the groups of controls and hyper-
sensitive subjects. This result might be explained by the
heterogeneity in groups of hypersensitive and control
persons. Even if there is such a difference, it would be
masked by the large individual variation between
subjects, which was observed in both control and
hypersensitive groups. An additional problem may be
the lack of any objective criteria for selection of a study
group consisting of persons that are either truly
hypersensitive or insensitive to EMF (although this
has yet to be proven). One cannot exclude that
compensatory reactions are less efficient in the hyper-
sensitive persons providing stronger connection of
reactions to MWs at the cellular level with symptoms of
hypersensitivity.

The data obtained in a previous study [Markova
et al., 2005] and here clearly show that MWs from GSM
mobile phones affect the formation of 53BP1/g-H2AX
DNA repair foci in human lymphocytes dependent on
carrier frequency. This result, obtained in lymphocytes
from 10 healthy and 10 hypersensitive persons, is of
great importance. First, such frequency dependence
suggests a mechanism for microwave effects that does
not deal with heating. Investigation of this mechanism
and the molecular targets of the frequency-dependent
effects of MWs is a fundamental problem. Second, the
data indicate that a possibility may exist to choose those
carrier frequencies for GSM mobile communications
that do not adversely affect human cells.

Inhibition of DNA repair foci in human lympho-
cytes was induced by specific GSM/UMTS signals from
mobile phones at intensities well below the safety
standards of the International Commission on Non-
Ionizing Radiation Protection (ICNIRP) [ICNIRP,
1998]. The SAR values at different locations of the
exposed samples were always well below thermal
effects. In addition, the effects of GSM 915 MHz and
UMTS MWs on DNA repair foci were observed in a
majority of cells excluding any explanation based on
micro-thermal points due to SAR variation. Therefore,
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the MW effects were non-thermal. Changes of fre-
quency by 10 MHz changed neither the SAR value nor
the SAR variation between cells in the exposed
samples. Dependence of the MW effect on frequency,
905 MHz versus 915 MHz, provided further evidence
for the non-thermal nature of the MW effect described
here. Thus, an important aspect of our findings is that
criteria other than ‘‘thermal’’ criteria need to be
established and utilized in the development of safety
standards. In particular, our data indicate that different
frequencies should be considered separately in setting
the limits for safety standards.

In our pilot study on the effects of GSM MWs
on the DNA repair foci we used 2 h exposure
[Belyaev et al., 2005]. In the current study and in the
previous one [Markova et al., 2005], the effects of 1 h
exposure were investigated. Regardless of the time of
exposure, formation of DNA repair foci was almost
completely blocked by GSM MWs. These data
suggest that the inhibitory effects of MWs reach
saturation at least at 1 h exposure. Our yet unpublished
results show that GSM-induced condensation of
chromatin has approximately linear dependence on
duration of exposure within 30 min and levels off at
longer exposures. Similarly, inhibitory effects of MW
exposure regarding DNA repair may be dependent on
exposure time at short periods and leveling off for
longer exposures.

Based on the established dependencies of non-
thermal effects of MWs on frequency we hypothesized
that MW representing wide-band signals such as
UMTS (5 MHz) may result in higher biological effects
compared to relatively narrower GSM signal (200
kHz) because of the higher probability of ‘‘effective’’
frequencies within the UMTS bands [Belyaev, 2005b].
The data obtained here are consistent with our
hypothesis and show, for the first time, that UMTS
MWs (1947.4 MHz, middle channel) inhibit formation
of the 53BP1/g-H2AX DNA repair foci in human
lymphocytes both from hypersensitive and healthy
subjects. In addition, UMTS signals significantly
differ from GSM signals due to different modulation
techniques. Modulation might be of great biological
significance, thereby providing a possible alternative
explanation for more pronounced effects in response
to UMTS signals. Remarkably, inhibitory effects
induced by MWs from UMTS mobile phones were
rather stable and persisted for at least 72 h, even longer
than the stress response following heat shock. Con-
trary to GSM communication, where all providers use
the same fixed frequency channels, different UMTS
frequency bands are usually assigned to different
providers. Technically, it would be easy to adopt
specific UMTS bands for mobile communication if it

were proven in replicated studies that some of these
frequency bands do not produce adverse effects
compared to other bands. Identification of those
signals and frequency channels/bands for mobile
communication, which do not affect human primary
cells, is a high priority task in the development of safe
mobile communication.

CONCLUSIONS

Microwaves from UMTS/GSM mobile
phones at non-thermal levels lower than the ICNIRP
safety standards affect formation of 53BP1/g-H2AX
DNA repair foci and chromatin conformation in
human lymphocytes from subjects reporting hyper-
sensitivity to electromagnetic fields and healthy
subjects. The MW effects on DNA repair foci were
more pronounced. These effects depended on carrier
frequency and type of signal and suggested misba-
lance between DNA damage and DNA repair. The
results also show that inhibition of DNA repair foci is
rather stable and observed up to 3 days following 1 h
exposure to non-thermal microwaves from GSM/
UMTS mobile phones. No significant differences in
effects between groups of healthy and hypersensitive
subjects were observed, except for the effects of
UMTS MWs and GSM-915 MHz MWs on the
formation of the DNA repair foci, which were
different for hypersensitive but not for control
subjects.
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Brief Communication 
Effect on the Immune System of Mice 

Exposed Chronically to 50 Hz Amplitude= 
Modulated 2.45 GHz Microwaves 

Erzsebet Elekes, Gyorgy Thuroczy, and Laszlo D. Szabo 

National “Frederic Joliot-Curie” Research lnstifufe for Radiobiology and 
Radiohygiene, Budapest, Hungary 

The effect of continuous (CW; 2.45 GHz carrier frequency) or amplitude-modulated (AM; 50 Hz square 
wave) microwave radiation on the immune response was tested. CW exposures (6 days, 3 hlday) in- 
duced elevations of the number of antibody-producing cells in the spleen of male Balb/c mice (+37%). 
AM microwave exposure induced elevation of the spleen index (t 15%) and antibody-producing cell 
number (+55%) in the spleen of male mice. No changes were observed in female mice. It is concluded 
that both types of exposure conditions induced moderate elevation of antibody production only in male 
mice. 01996 Wiley-Liss, Inc. 

Key words: immune response, AM or CW microwave radiation, chronic MW exposure, male 
and female mice 

The level of electromagnetic radiation has increased 
in both occupational and residential environments due 
to the increasing number of long-term low-level and 
short-term medium- or high-power sources. In the study 
of biological effects, the role of various exposure pa- 
rameters must be assessed (carrier frequency, power 
density, type of modulation, duration of exposure). 
Changes in these parameters can influence different 
phases of the immune response [Vinogradov et al., 1981 ; 
Nageswari et al., 1991; Veyret et al., 19911. In our ex- 
periments, we used a carrier frequency of 2.45 GHz 
because of its use in industry and a modulation frequency 
of 50 Hz, which is similar to the frequency of some 
mobile phone systems (TDMA) and other ELF modu- 
lation systems. The incident power level of 0.1 mW/cm2 
corresponds to the value that is allowed in the work place 
for long-term exposure according to the Hungarian stan- 
dard. The immune response against sheep red blood cells 
(SRBC) was tested. 

Balb/c mice of both sexes were used. Experiments 
were repeated two or three times. Animals were kept in 
plastic cages, with food and water available ad libitum. 
Exposures were performed in an anechoic chamber (2.55 
x 1.8 x 2.9 m) using a standard horn antenna (G = 14 dB). 
The microwave generator (TKI type TR-TK0603) was 
used in the external modulation mode. A function gen- 
erator (OMSZOV type BE-104) was coupled to the 

microwave source. The carrier frequency was 2.45 GHz. 
The continuous-wave (CW) or amplitude-modulated 
(AM; 50 Hz square wave) microwave signal was ampli- 
fied with a traveling-wave tube amplifier (Hughes model 
1 177). The time-averaged power density was 0.1 mW/cm2 
at the center of the cage. The specific absorption rate 
(SAR) was determined in polyacrylamide tissue equiva- 
lent phantoms of animals by the method of Andreucetti 
et  al. [ 19881. The averaged SAR for 0.1 mW/cm2 was 
0.14 k 0.02 W/kg. 

Animals were exposed in a circular cage (23 cm 
diameter, 5 cm high), which was divided into ten sepa- 
rated areas. To produce identical experimental circum- 
stances for male and female and for control and exposed 
animals, male and female mice were placed side by side 
in the cages. Exposure occurred for 6 consecutive days, 
every day for 3 h. The control animals spent the dura- 
tion of exposure in a cage identical to that used for the 
exposure, but out of the anechoic chamber in a sepa- 
rate room, where the humidity, temperature, and other 
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circumstances were the same as in the anechoic cham- 
ber. Following the daily exposure, the exposed and 
control animals were housed in the same room in an 
identical manner. 

Mice were immunized on the second day of the 
exposure with 4 x 1O'SRBC intraperitoneally and bled 
5 days later. Spleen cell suspensions were prepared. The 
number of antibody-producing cells (PFC) was deter- 
mined [Jerne et al., 19631. In the serum samples, hemag- 
glutinin titer [Takhtsy, 19561 and IgG level [Mancini et 
al., 19651 were determined. Mean value f SE and spleen 
index (spleen weight in mg/body weight in g) were 
calculated. The Mann-Whitney test (two-tailed) was used 
to determine the statistical significance of the differences 
between groups. 

Body weight remained constant in all experiments. 
Moderate elevation of the spleen weight (+15%) and a 
nearly significant elevation (+15%) of the spleen index 
appeared only in the AM microwave-exposed male mice 
(Table 1). The number of spleen cells in control and 
exposed groups did not differ markedly from each other. 
The number of antibody-producing cells in the spleen 
of male mice was nearly significantly elevated in the CW 
and AM microwave-exposed males but did not differ from 
control in females (Table 1 ,  Fig. 1). No difference in the 
titer of hemagglutinin or in the IgG level of serum could 
be observed. 

AM microwaves induced an elevation of the spleen 
index without elevation in the number of spleen cells 
in male mice, indicating some alteration of the cell mi- 
croenvironment. This might be due to changes in the 

water content or connective tissue in the spleen. The 
elevation of antibody production in male mice following 
exposure seems to be the consequence of excitation of 
the immune system. 

Other groups have found that CW or pulsed mi- 
crowaves at 10 and 15 mW/cm2 induced elevated immune 
response against SRBC [Robert et al., 198 1; Rama Roa 
et al., 19851. The circulating antibody against Strepto- 
coccus pneumoniae was elevated at 10 mW/cm2 but not 
at 1 mW/cm2 [Liddle et al., 19861. Veyret et al. [1991], 
using exposure to 30 pW/cm2 pulsed modulated micro- 
waves for 10 h/day for 5 days, demonstrated moderate 
elevation of PFC count with nonpulsed MW and a marked 
elevation in the case of AM MW at specific modulat- 
ing frequencies in male mice. In other experiments, 
exposure to 450 MHz, 1.5 mW/cm2 with 60 Hz sinusoidal 
modulation suppressed the mouse T-lymphocyte cyto- 
toxicity [Lyle et al., 19831. 

In our experiments, the AM exposure induced only 
moderately higher elevation of antibody production than 
that with CW exposure. We suppose that the low power 
density (0.1 mW/cm2) and the short duration of the daily 
exposures are responsible for the small difference. 

In the present experiments, MW exposures induced 
different effects in female and male mice. Similarly, 
different effects were found in male and female mice 
exposed to a 240 kV/m, 60 Hz field for 4500 hours [Fam, 
19801: Leukocyte count was significantly decreased only 
in female mice, whereas changes of blood proteins 
appeared only in male mice. This difference may be due 
to the different psychoneurohormonal regulation in the 

TABLE 1. Spleen Index, Number of Spleen Cells, and PFCs in CW and AM Microwave-Exposed Mice (Mean 
f SEM) 

Sex Group n Spleen index Cellskpleen ( ~ 1 0 ~ )  PFClspleen 

Female Control 8 6.93 f 0.21 99.3 f 6.6 18,239.8 f 1997.7 
CW exposed 8 6.67 f 0.18 84.3 f 3.7 19,862.6 f 2101.2 

-3.75% -15.11% +8.9% 

Male Control 8 5.46 f 0.32 71.6 f 7.2 15,343.3 f 1700.5 
CW exposed 8 5.43 f 0. I 1  63.5 f 4.6 21,031.2 f 2517.6"" 

-0.55% -11.32% +37.07% 

Female Control 15 6.63 k 0.24 110.0 f 9.1 8852.1 k 1262.5 
AM exposed 16 6.88 f 0.19 112.8 * 9.4 7936.6 k 1021.4 

+3.77% +2.36% - 10.34% 

Male Control 13 5.54 f 0.2 I 99.2 ? 10.8 11,980.4 f 1437.4 
AM exposed 13 6.37 f 0.34" 89.6 k 4.5 18,619.0 f 3136.2*** 

+14.98% -9.68% +55.41% 
* P  = 0.0687. 
**P = 0.0929. 
***P = 0.0918. 
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Fig. 1. Alteration of the antibody-producing cells of CW- or AM-exposed mice as percent- 
age of corresponding control. Mice were exposed to 2.45 GHz CW or with 50 HZ AM MW, 
at 0.1 mW/cm2 power density. Error bars represent SE. 

two sexes. Furthermore, the exposure or other circum- 
stances of the experiment might evoke different situ- 
ational stress in male and female mice. The cause of 
sexual differences could be clarified by further baseline 
experiments. Our study can provide additional informa- 
tion on the effects of modulated and CW exposures in 
relation to mobile communications because of the ELF 
modulation frequency and field intensity. 
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ABSTRACT 

Although the physical techniques for measuring of the electromagnetic fields (EMF) are well developed, 

adequate characterization  of the biological effects  induced by EMF   is subject of discussion yet. We don’t 

know the effects  that would be after a long term of exposure. Many  scientific studies  have been devoted to 

assessing what health risks are associated with EMF exposure. Data from the recent experiments  suggest  

that  EMF are associated with the iron-mediated free radical  generation, that can cause damage in the 

biologic  molecules such as lipids, proteins and can profundly affect cellular homeostasis. 

The aim of this study was to show  the effects of the chronic exposure  to EMF on the immune and oxidative 

response.  

In vivo experiment was carried  out on 80  Wistar  rats that were divided in 4 groups as following: 1. 

Control-group, without exposure, sacrificed at 1 month; 2.  Control-group, without exposure sacrificed at 3 

months; 3 .EMF–exposed group, sacrificed at 1 month; 4. EMF  – exposed group, sacrificed at 3 months. 

The rats were exposed to RF EMF that  covers a range of the  frequencies  between  140-160 MHz 

generated by a Motorola device.The  components of  EMF field were measured with an EMF 200 Monitor 

Water&Golterman ( the measured Power density (S) was 8+/- 1 W/m2). 

The following parameters were assessed : a) 3HTdR incorporation test; b) IL-1 assay; c) TNF-assay; d) 

Chemiluminiscence assay;  e) Lipid peroxides.  

The 3HTdR incorporation  was  decreased  in the EMF- exposed groups, as compared with control groups, 

but with statistically significant difference (ssd) (p>0.01 ) only in third group. Increased  values of the 

cytokines ( IL-1 and TNF ) were found  in  the 3 and 4 –  groups, with ssd for both of the  cytokines (p> 

0.05 for IL-1  and  p> 0.01 for TNF) Chemiluminescence assay and lipid peroxides were parameters with 

increased values for 3 and 4 groups, but ssd were found   only in  the forth -group. Our results point out an 

important increased of the oxidative response in the EMF-  exposed groups, in special in the group 

sacrificed at 3 months. In  the forth  group, an important suppression of the immune response and  

increased activity of the  cytokines was demonstrated.   

Our results indicate an association between  electromagnetic  fields and immune and oxidative response, 

suggesting increased modifications in the group with EMF -prolonged exposure. 

 

Introduction 

 
The aim of this study was to show the effects of the chronic exposure  to EMF on the immune and 

oxidative response. 

Although the physical techniques for measuring EMF are well developed, adequate 

characterization  of the biological effects  induced by EMF   is subject of discussion yet. We 

don’t know the effects  that would be after a long term of exposure. Many  scientific studies  have 

been devoted to assessing what health risks are associated with EMF exposure. Data from the 



recent experiments  suggest  that  EMF are associated with the iron-mediated free radical  

generation, that can cause damage in the biologic molecules such as lipids, proteins and can 

profoundly affect cellular homeostasis. 

 

Materials and Methods 

 
In vivo experiment was carried out on 80  Wistar  rats that were divided in 4 groups as following:  

1. Control-group, without exposure, sacrificed at 1 month;  

2. Control-group, without exposure sacrificed at 3 months;  

3.EMF–exposed group, sacrificed at 1 month; 

4. EMF  – exposed group,  sacrificed at 3 months.  

The rats were exposed to to RF EMF that  covers a range of the  frequencies  between  140-160 

MHz generated by a Motorola device.The  components of  EMF field were measured with an 

EMF 200 Monitor Water&Golterman ( the measured Power density (S) was 8+/- 1 W/m2). 

The following parameters were assessed :  

a) 3HTdR incorporation test; b) IL-1 assay;  

c) TNF-assay;  

d) Chemiluminiscence assay;  

e) Lipid peroxides.                                   
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Results 

 
The 3HTdR incorporation  was  decreased  in the EMF- exposed groups, as compared with 

control groups, but with statistically significant difference (ssd) (p>0.01 ) only in third group. 

Increased  values of the cytokines ( IL-1 and TNF ) were found  in  the 3 and 4 –  groups, with 

ssd for both of the  cytokines (p> 0.05 for IL-1  and  p> 0.01 for TNF) Chemiluminescence assay 

and lipid peroxides were parameters with increased values for 3 and 4 groups, but ssd were found   

only in  the forth -group. Our results point out an important increased of the oxidative response in 

the EMF-  exposed groups, in special in the group sacrificed at 3 months. In  the forth  group, an 

important suppression of the immune response and  increased activity of the  cytokines was 

demonstrated.   

Our results point out the following: 

� an important increased of the oxidative response in the EMF-  exposed groups, in 

special in the group sacrificed at 3 months. 

�  an important suppression of the immune response  

�  increased activity of the  cytokines  in all the groups exposed to EMF  

  

 

Fig.1   
3
HTdR  INCORPORATION TEST 

  Effect of the chronic exposure  to EMF on  the   

3HTdR  incorporation  by  PHA splenic Lys in the  

presence of the autologous  AMs , at  30 and 90  

days after  EMF – 

 exposure of the  rats 
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Fig. 2.   IL-1 assay 

Effect of on the chronic exposure  to EMF on the   IL-1 

release by AMs obtained  by BAL, 30 and 90  days after  

EMF – exposure of the  rats. 
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Fig. 3. TNF- assay 

 

Effect of  the chronic exposure  to EMF on  the 

TNF release by  rats  AMs,  

obtained by  BAL, 30 and 90  days after  EMF – 

exposure of the  rats. 

235 320

2100

4500

0

500

1000

1500

2000

2500

3000

3500

4000

4500

cpm

groups

C1

C2

EMF1

EMF2

 
 

Fig. 4.   LUMINOL -DEPENDENT  

CHEMILUMINISCENCE ASSAY. 

Effect of  the chronic exposure  to EMF on ROS release 

from   the rats AMs , 

 obtained by  BAL, 30 and 90  days after  EMF – 

exposured rats. 
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Conclusions 

 
Although important issue are not yet resolved in this study, our  results showed that EMFs caused 

changes in the immune system, possible mediated by the proliferative response of the T cells, by 

their distribution   and  by the  cytokines ‘activity. Our results clearly show that the exposure to 

EMF   is connected to an increased release of free radicals. The increased levels of the ROS 

pointed out alterations in the oxidative stress parameters in the rat’s macrophages that were 

exposed to EMF. Our results indicate an increased risk regarding development of the biological 

effects in EMF exposure correlated with intensity and period of the exposure.   
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